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PREFACE

This document presents a summary of the report which was prepared by

Contcl Federal Systems for the NASA Lewis Research Ccntcr under Task Order

2 of the Contract NAS3-25083. Under this contract, Contcl Fcdcral Systcms

provides technical support to NASA for the assessment of the future market

for satellitecommunications services. Task Order l focused on thc costs

and tariffs for telecommunications services. Task Order 2, the results of

which are summarized in this Executive Summary, focused on the current and

future telecommunications requirements of the United States research

community.
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SECTION 1

INTRODUCTION AND SUMMARY

1.1 STUDY OVERVIEW AND BACKGROUND

1.1.1 Study Overview

During the last decade, the NASA Lewis Research Center's

Communications Program has conducted a series of telecommunications

forecasting studies to project trends and requirements, and to identify

critical telecommunications technologies that must be developed to meet

future requirements. The Government Networks Division of Contel Federal

Systems has assisted NASA in these studies, and the current study builds

upon these earlier efforts.

1.1.2 Study Background

The current major thrust of the NASA Comunications Program is aimed

at developing the high risk, advanced communications satellite and

terminal technologies required to significantly increase the capacity of

future communications systems. Also, major new technological, economic,

and social-political events and trends are now shaping the communications

industry of the future.

Therefore, a reexamination of future telecommunications needs and

requirements is necessary to enable NASA to make management decisions in

its Communications Program and to ensure the proper technologies and

systems are addressed. This study, through a series of Task Orders, is

helping NASA define the likely communication service needs and

requirements of the future and thereby ensuring that the most appropriate

technology developments are pursued.

Task Order 1 focused on "Costs And Tariffs For Telecommunication

Services." Task Order 2, described below, focused on telecommunications

requirements for the research community.
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1.2 TASK ORDER2 - PURPOSE,SUBTASKS,APPROACHAND REPORTS

1.2.1 Purpose

The purpose of Task Order 2 was to assist NASA in determining the

U.S.'s current and future needs for research and development

telecommunications networks. This understanding of network needs is

helping NASA define the future technology requirements and thereby

ensuring that the most appropriate technology developments are pursued.

1.2.2 Subtasks

Task Order 2 accomplished its purpose of determining current and

future research communications needs by: identifying, defining and

describing federal agencies' current research communications networks;

sizing these networks; and developing an integrated research network to

meet the combined current requirements of all research networks. Task

Order 2 also projected the future communications requirements and

estimated present and future costs to the federal government of the new

network. Specifically, these activities were accomplished by conducting

the following subtasks:

(1) Subtask 2.1 Identify, Define And Describe Unique Networks

(networks unique to a federal agency);

(2) Subtask 2.2 Identify, Define And Describe Shared Networks

(networks shared by two or more federal agencies);

(3) Subtask 2.3 -Size Current Intgrated Research Network (IRN);

(4) Subtask 2.4 - Project Future IRN;

(5) Subtask 2.5 - Estimate Present And Future Costs;and,

(6) Subtask 2.6 - Conduct Reviews and Prepare Reports.

1.2.3 Approach

To accomplish the purpose of Task Order 2, the study approach

depicted in Exhibit l-l was used. Exhibit l-I is organized by subtasks.

Subtasks 2.1 and 2.2 were conducted simultaneously, with the results being

used to conduct Subtask 2.3. Subtask 2.3 fed into Subtask 2.4; and

Subtasks 2.3 and 2.4 fed into Subtask 2.5. Subtask 2.6, because it is
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only the reporting task, is not depicted in this diagram.

Subtasks 2.1 and 2.2 identified, defined and described current

computer research networks. These research networks were then used in

Subtask 2.3, to develop the topology of an integrated research network

(IRN) representing the aggregation of selected major current computer

research networks, and to size the Current IRN.

In Subtask 2.4, trends and events (e.g., technological, economic, and

social-political) were identified. Special attention was given to the

national research network (NRN) planning efforts of the federal agencies

such as the National Science Foundation. This information was used to

develop the Future IRN topology and to size the Future IRN.

In Subtask 2.5 the results, from sizing the current and future IRN in

Subtasks 2.3 and 2.4, were used to specify cost elements and to develop

the cost model for estimating current and future costs of the IRN.

1.2.4 Reports

The procedures and results of Task Order 2 are presented in this

Final Report and are summarized in an Executive Summary. The Executive

Summary briefly summarizes the purpose and methodology and highlights the

major findings of Task Order 2.

1.3 TASK ORDER 2 - MAJOR FINDINGS

The major findings from Task Order 2 are summarized below by

subtask. The first group of findings (for Subtasks 2.1 and 2.2) pertain

to the identification, selection and description of the computer research

netwrorks. The next group of findings (for Subtask 2.3) are about the

definition of the Current IRN. The third group of findings (for Subtask

2.4) deal with the projections of the Future IRN. The last group of

findings (for Subtask 2.5) pertain to the estimates of costs for the

Current and Future IRN.
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1.3.1 Major Findings: Subtasks 2.1 AND 2.2 - Identification, Selection

And Description of Networks

The major findings for Subtasks 2.1 and 2.2 pertain to the

development of a model for describing networks, the evolution of a concept

for a national research network, a review of the sponsorship and/or use of

computer research networks by all major federal agencies, and the

selection of computer research networks for comprehensive examination.

1.3.1.1 Model For Describing Networks

A computer research network was defined and a model for describing

such a network was developed, so computer research networks could be

selected appropriately, anaiyzed effectively and described thoroughly.

The following is the definition, developed for this study, of a computer

research network.

A computer network exists when independent computers are connected in

some way that allows them to exchange information. For the purposes of

this study, when such a network is used by scientists for scientific

research purposes, it is designated as a computer research network. In a

computer network, the computers can range in size from small

microcomputers to supercomputers. These computers can be connected by a

variety of media, such as optical fiber, microwave, copper, and/or

satellites. The common conventions or rules that define how these

computers communicate with each other are the communication protocols.

Therefore, for the purpose of this study, a computer research network was

defined as a communications network connecting a set of computers used by

scientific researchers to exchange scientific data over a variety of

communications media using common conventions or protocols.

Based on this definition, a model for describing computer research

networks (CRNs) was developed. This CRN model is outlined in Exhibit I-2

and is presented in detail in Section 3. The model includes descriptions

of the following computer network topics: history; types; extent and size;

computers, nodes and topologies; media; speed, throughput, and bandwidth;

layers and protocols; services; uses; administration; and the future. The
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EXHIBIT 1-2. MODEL FOR DESCRIBING NETWORKS

HISTORY

WHEN STARTED, IMPETUS, MAJOR CHANGES

TYPE OF NETWORK

NETWORK, INTERNET, METANETWORK

PURPOSES & SERVICES

WHY IT WAS DEVELOPED AND FOR WHOM., SERVICES OFFERED

EXTENT & SIZE

GEOGRAPHICAL COVERAGE, #NODES/HOSTS

TOPOLOGY

PICTURE - LOCATION & CONNECTIVITY OF NODES

COMPUTERS

PURPOSE AND SIZE OF COMPUTERS

MEDIA & LINK SPEEDS

TYPE OF MEDIA, SPEEDS IN BITS PER SECOND (BPS)

PROTOCOLS

NAME OF PROTOCOL SUITE (E.G., TCP/IP)

ADMINISTRATION

WHO - POLICY, OPERATION, INFORMATION

FUNDING

WHO PROVIDED SUPPORT

FUTURE

PLANS - TECHNOLOGICAL, POLITICAL
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CRN model was used in subsequent activitiesto describe the networks that

were selected for comprehensive review.

1.3.1.2 Evolution Of A National Research Network

An extensive amount of effort has been, and continues to be, devoted

to the development of a conceptual National Research Network (NRN). Thc

results of this effort were used to design and conduct the current study.

Likewise, it is expected that the results of the current study will bc

helpful in the future planning of the NRN. To better understand this

relationship bctwccn the current study and the development of an NRN, a

summary of the activities underlying the development of an NRN and the

organizations responsible for the NRN concept was developed. This summary

is presented in Section 4.

The evolution of an NRN is diagramed in Exhibit 1-3. The history of

the NRN summarized in this exhibit covers the period of 1984 tbrough the

present (i.e., Spring, 1989) and focuses on the interrelationships bctwcen

four groups of events: the development of major research networks; thc

pursuit of related legislative agenda; the formation of national-level

comittees and offices; and the performance of key national studies.

The results of this examination of the evolution of an NRN suggest

that a number of key questions concerning an NRN remain to be answered.

The key questions that remain to answered are listed below.

Key Ouestions

I. What do we mean by research? Is it limited to a miniscule scientific

community engaged in advancing frontiers of science, or does it

include supporting engineerging and development types of activitics.

While some have broadened research to include all of education, others

expect an NRN to be more limited, especially in the near-term, in its

application.

. Who should use the network?

researcher to the general public.

Potential users range from the scientific
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. Who should manage the network? Government? Academia? Not-for-profit

organizations? Business/Industry? Or, some combination of these

groups?

. Who should DaY for the network creation and operation? Suggestions

range from treating the NRN as a government investment to a utility.

Suggestions also have been made for basing payment on the stage of

network development and on the user and usage.

5. What are the network needs and reouirpm¢nt_? Will we really need to

send giga bits per second (Gbps) traffic door-to-door, and if so, what

requirements will this impose on the backbone network? If we need to

send 1 Gbps door-to-door, will we need a backbone that supports data

rates on the order of I0 to 100 Gbps?

, How do we transitiQn from where we are to where we need to be? What

research and development steps must be taken? How do we ensure that

all stakeholders are represented? What institutional changes are

necessary?

7. What are the international implications? What are the implications of

the sharing of ideas and resources on an international scale for our

NRN requirements, our security, and our economic competitiveness?

Should we work towards linking every scholar in the world with every

other scholar?

1.3.1.3 Summary Of Federal Agency Network Use

All major federal agencies were contacted to identify the major

computer research networks sponsored by the federal government. Based on

the information obtained from the federal agencies, a brief summary of the

computer networks sponsored by and/or used by these agencies was

developed. Based on this review and analysis, the computer research

networks to be comprehensively examined were selected.

To start this study, an initial list of federal agencies of interest

was developed, and this list was reviewed to determine which agencies were
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most likely to have computer research networking requirements and/or
interests. Based on this review, a second list was developed of agencies

expected to have such requirements and/or interests. This list, which is

presented in Exhibit 1-4, includes those agencies which were actually

contacted.

Information on these federal agencies' networks was collected through

telephone interviews, personal interviews and analysis of existing

publications and reports. For each of the agencies contacted, the

following information was collected: name, address, telephone number of

agency contact person; and type of networks the agency uses (i.e., those

managed by and/or funded by them and those that they merely access). This

information is presented in Section 5.1.

The majority of the agencies contacted have or use telecommunications

networks for operational and administrative purposes. Most of these

agencies do not have their own computer research network, but they usually

have access to such networks when they need them.

The major computer research networks are sponsored by the following

agencies: the Department of Defense (Defense Advanced Research Agency),

the Department of Energy, the National Aeronautics & Space Administration,

and the National Science Foundation. The National Institute of Standards

And Technology (NIST) and the National Institutes of Health (NIH) are

planning expansions of their computer research network capabilities. The

NIST is in the process of installing its campus-area network that will

interconnect with National Science Foundation Network and other research

networks. The NIH has a modernization plan for direct high-speed links

among its laboratories. The National Oceanic & Atmospheric Administration

(NOAA) has a private network to communicate with NIST, while the Nuclear

Regulatory Commission (NRC) has its own network (involving some research

application) that connects its five regional offices.

Unique operational/administrative networks include those of the

Department of Agriculture (DEPNET), the Federal Aviation Administration

(ATDN), the Department of Interior (GEONET), the Library of Congress

(LBNT), the Department of Treasury (CDN), the Department of Housing and
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EXHIBIT 1-4. FEDERAL AGENCIES CONTACTED

Agriculture, Dept. of

Commerce, Dept. of

National Institute of Standards & Technology (NIST)

National Telecommunications & Information Administration (NTIA)

National Oceanic & Atmospheric Administration (NOAA)

Defense, Dept. of

Defense Advanced Research Projects Agency (DARPA)

Defense Communications Agency (DCA)

Education, Dept. of

Energy, Dept. of

Environmental Protection Agency (EPA)

Health & Human Services, Dept of

National Institutes of Health

National Library of Medicine

Housing and Urban Development, Dept. of

Interior,Dept. of

U.S. Geological Survey

Bureau of Mines

Office of Surface Mining Reclamation

Fish & Wildlife Service

Minerals Management Service

Justice, Dept. of

Library of Congress

National Academy of Sciences

National Aeronautics & Space Administration

National Science Foundation

Nuclear Regulatory Commission

Transportation, Dept. of

U.S.Coast Guard

Federal Aviation Administration

Treasury, Dept. of the

Veteran's Administration
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Urban Development (HUDNET/HIIPS), the Veterans Administration (VADATS),

the Department of Justice (SAMNET; CACN), and the Department of Commerce

(connects labs and supercomputers). A number of unique, agency-specific

operational/administrative networks carry research traffic to some extent

such as the U.S. Geological Survey's GEONET. However, for all of these

networks there is no information on the extent to which these networks are

used for scientific research purposes, and there is no current effort to

develop this information.

1.3.1.4 Selected Computer Research Networks

Based on the review and analysis described above and on the

information obtained when. examining the evolution of the NRN, a

perspective on scientific research and computer research networks was

developed. This perspective is depicted in Exhibits 1-5 and 1-6. In

Exhibit 1-5, research is divided into "activities on ground" and

"activities in space," and in both instances, the activities can be either

national or international. A single scientific research effort may

involve any of the possible combinations of research activities, i.e., on

ground, in space, national or international. The current effort has

focused primarily on national (i.e., the United States) research

activities on the ground.

The types of United States computer research networks examined in

this study are listed in Exhibit 1-6 and include various types of

nationwide, mid-level and campus area networks. An inverted triangle is

used to depict the various sizes of networks and the relationship of

smaller networks to larger ones. The adjectives "smaller" and "larger"

are used here to denote geographical areas rather than capacities. The

smallest network, a local area network (LAN), is at the bottom of the

inverted triangle, and the largest network, a national network (NN), is at

the top. LANs are interconnected to form a campus area network (CAN);

CANs are interconnected to form a mid-level or regional network (RN) which

may serve part of a state, the entire state, or more than one state; the

RNs are interconnected to form a nationwide network, which may be termed a

network, an internet or a metanet, depending upon the variety of protocols

used.
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A _network n uses the same network layer protocols throughout; an

"internet" uses several different network layer protocols but all of its

constituent networks use the same internet layer protocols; and a

"metanet _ uses several different network and several different internet

layer protocols.

Based on the perspective described above, the results of the analysis

of federal agencies' network use, and the information obtained when

describing the evolution of the NRN, the following networks were selected

for comprehensive examination in this study:

1. Department of Defense (DoD) research networks: Advanced Research

Projects Agency (ARPANET), Defense Research Internet (DRI).

2. National Science Foundation Network (NSFNET): three level network

including a national backbone, twenty-one mid-level networks, and over

250 campus networks.

3. National Aeronautics and Space Administration (NASA) networks: NASA

Science Internet (NSI), NASA Science Network (NSN), Space Physics

Analysis Network (SPAN), Numerical Aerodynamics Simulation Network

(NASNET), and NASA Communications (NASCOM).

. Department of Energy research networks: Energy Science Network

(ESNET), Magnetic Fusion Energy Network (MFENET), High Energy Physics

Network (HEPNET), LEP3NET (A Cern accelerator experiment network), and

OPMODEL (An advanced satellite network).

5. BITNET (Because Its Time Network) and CSNET (Computer + Science

Network). BITNET and CSNET were included because so many researchers

and scientist use these networks.

The results of the examinations of these networks (also outlined in

Exhibit 1-7) were used to develop the comprehensive network summaries

which are presented in Sections 6-10. These summaries, which were

developed using the model outlined in Exhibit 1-2, include the following

topics in the following order: history, type of network, purpose and

Page 1-15



EXHIBIT 1-7. NETWORKS SELECTED

. Department of Defense (DOD) research networks:

Advanced Research ProjectsAgency Network (ARPANET)

Defense Research Internet(DRI)

.

.

.

National Science Foundation Network (NSFNET) - Three level network:

National backbone

Twenty-one mid-level networks

Thirteen Original Backbone and Regional Networks:

NORTHW_TNET, BARRNET, SDSCNET, WESTNET, USAN, MIDNET,

SESQUINET, NCSNET, MERIT, PSCNET, NYSERNET, JVNCNET,

SURANET.

Eight New Regional Network:

CERFNET, CICNET, LOS NETTOS, MRNET, NEARNET, OARNET,

PREPNET, THENET.

Over 250 campus networks

National Aeronautics & Space Administration (NASA) research networks:

NASA Science Internet (NSI)

NASA Science Network (NSN)

Space Physics Analysis Network (SPAN)

Numerical Aerodynamics Simulation Network (NASNET)

NASA Communications (NASCOM)

Department of Energy (DOE) research networks:

Energy Science Network (ESNET)

Magnetic Fusion Energy Network (MFENET)

High Energy Physics Network (HEPNET)

LEP3NET (A Cern Accelerator Experiment Network)

OPMODEL

5. BITNET (Because Its Time Network) and

CSNET (Computer + Science Network)
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services, extent and size, topology, computers, media and link speeds,

protocols,administration,funding and future.

As a group these selected networks, described in subsequent sections

of this report, serve researchers across the United States and have

worldwide connections. Individually, these networks are in different

states of development (i.e.,from initial operation to being replaced),

and vary, for example, in size, capacity, protocols and services. The

information on these comprehensively examined networks provided, in

subsequent subtasks, the data base for sizing a current and projecting a

future composite integrated computer research network.

1.3.2 Major Findings: Subtask 2.3 - Current IRN

The major findings obtained from the activities conducted to size the

current integrated computer research network arc presented in terms of thc

following: the major access points and their V & H coordinates; the

Current IRN links; and the Current IRN topology. These results arc

presented below and discussed in detail in Section 11.

1.3.2.1 Major Access Points

The major access points for the Current IRN are listed with their

state and V & H coordinates in Exhibit 1-8. These access points are:

Albuquerque, Austin, Boston, Boulder, Chicago, Cleveland, Columbus,

Dallas, Detroit, Houston, Huntsville, Indianapolis, Iowa City, Ithaca,

Kansas City, Kennedy Space Center, Lincoln, Livermore, Los Angeles,

Madison, MJama, Minneapolis, New York, Norfolk, Oak Ridge, Philadelphia,

Pittsburgh, Portland, Princeton, Salt Lake City, San Diego, San Francisco,

Seattle, Sate College, Tallahassee, Tucson, Urbana, Wallops Island,

Washington, and White Sands.

1.3.2.2 Current IRN Links

The links between pairs of the major access points listed above and

the capacity of these links are listed in Exhibit I-9. For City A and

City B the following information is presented: city ID (i.e.,major

Page 1-17



KEY CITY STATE V H

AB _ _4 8549

AU AUSTIN TX 9005
BO BOSTON _ 4422

BD BOULDER OO 7456

(]4 CHIC_30 IL 5986
CL _ OH 5574

CB OOUJMBUS OH 5972

DL DALLAS TX 8436
DT DETROIT MI 5536
_PJ HOUST(_ I_ 8938

I-IN HUNTSVILLE AL 7267
IN IND_LIS IN 6272

IO IONA CITY IA 6315

IT ITHACA NY 4798
KS KANSAS CITY MO 7249

KN _ SPC CrR FL 7919
LI LINCOLN HE 6823

LL _ _ 8504

LA LOS ANGELES C_ 9213
MADISON WI 5890

MZ _ FL 8351
MINNEAPOLIS MN 578i

NY NEW YORK NY 4997

NF NORFOLK VA 5936
3R OAK RIDGE TN 6811
PH PHILADEIFrIIA PA 5251

PT PITTS_ PA 5621
PO PQRTLAND OR 6799

PR _ HJ 5120
SL SALT LAKE UT 7576
SD SAN DIEGO _ 9468

SF SAN FRANCISCO (_ 8492
SE SEATTLE _ 6336

SC STATE COLLEGE PA 5360
TL ']:ALLAHASEE FL 7876
l"d llE:SCR AZ 9342
1I LREAHA IL 6371
WI HALLOPS ISLAND VA 5657
DC _ DC 5622

WS WHITE SANDS HM 9132

5887

3996
1249

5961

3426

2543
2555

4034

2828
3536

2535
2992

3971

1990
4210
0880
4674
8606
7878
3798
0527

4525

1406
1198
2303
1458
2185
8914
1436
706_
7629

8719
8896

1933
1715

648C
3336

1249
1583

5742

EXHIBIT 1-8. Major Access Points
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CdRRE_ IRN TRAFFIC _ - SORT CITY - A ID

ID CITY - A ST ID CITY - B ST <3PACITY

AB _ M_ LL LIVERM:RE C_ 56
AB AL_ him LL i/'VERPDRE (_ 1544
AB _ _ KS KANSAS CITY KS 56
AB ALREtRRCt_ NH KS KANSAS CITY KS 56
AB _ _q KS KANSAS CITY KS 56
AB _ _4 LL LIVERMDRE C% 56
AB LOS _ _ AU AUSTIN TX 56
AB LOS ALAMgS NM KS LAM%D;CE KS 56
AB LOS ALAH_ NM BD BCX/L_ER CO 56
AU AUSTIN TX DL RI_4ARDSC_ I">: 1544
BD B_.DER CO MD t._ISON WI 224
BD BCIJI/ER CO IX: _ IX: 224
BD BOV_ER CD SL SALT LAKE CITY UT 56
BD BOULDER CO DC _ IX: 224
BD BOULDER CO BO WOODS HOLE MA 224
BD BOULDER CO MI MIAMI FL 224
BD BOULDER CO TU _ AZ 56

BD BOULDER CO DT ANN ARBOR MI 224
BD BOULDER CO PO CORVALIS OR 1544
BD BOULDER 'CO _ (DRVAI//S OR 224
BE) DENVER CO LA LOS ANGELES <_ 1544
BO _ Z_ NY NEW _K NY 1544
BO (3MBRIDGE t_ PR PRINC'EK_ NJ 1544
CH CHICAGO IL SE S_ HA 1544

CR _4I<3_O IL DT LANSING MI 1544
CH CHIC_%GO IL Dr/" LITCRFIEID MI 1544
CH (_ZI_ IL SF SAN FRANCISCO _ 56

CH C24IC3_O ZL MD MADISC_ WI 1544
C2_ (_ICq_O IL BD DENVER CO 1544
CH O{ICq30 IL TL TALLAHASSEE FL 56
CH CHIC3_O IL IL t_%NA IL 1544
CH _{IC_GO IL LI LINCOLN NE 1544
CH C24IC3_D IL BO <3_RIDGE MK 1544
IX: _ IX: NY NE_ YORK NY 1544
IX: _ DC AB _ NM 56

IX: _ DC LL _ C_ 56
IX= M%SHINGTCN DC LL LIVERCRE Q_ 56
DC _ IX: LL _ CR 56

DC _ PC _ HL_rI'SVILLE AL 56
IX: _ IX= _J HOUSTQN TX 56
DC _ DC W2 _ ISLAND VA 56
IX: _ IX: WI Mt_T.OPS ISLAND VA 1544
IX: _ DC Ct. _ OH 112
DC _ IX: KN (3PE _ FL 168
IX: _ IX: tA hOS A_EI.ES _ 56
IX: _ DC WS WHITE SANDS _ 224
DC %mSKING2C_ DC WS _ SANDS NM 56
IX: M_SMINS"TC_ IX: L% _ C_ 224

EXHIBIT 1-9. Current IRN Links & Capacity
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OC _ DC
DC. _ IX:
DC _ DC
DC _ DC
DC _ DC
DC _ DC
DC NASHI'NGTON DC
DC WASHINGTON DC
DC _ OC
DC _ DC
DC _HINGTON DC
DC ',g_.._HINGTON DC
DC _ DC
DC _HINGIDN DC
IX: _ DC
DC _ DC
DC _ DC
DC _ DC
DC _ DC
DC _ DC
DC _ DC
DL RIC_..IARDSON 'IX
DT A'_ ARBOR MI
DT ANN ARBOR MI
I-_ HUNTSVILLE AL

HUNTSVILLE 'AL
I._ ]._.RTSV'ILLE AL

HUNTSVILLE AL
MN HUNTSVILLE AL
HH BRYAN TX

_ TX
HU _ TX
HU HDUSTCN TX
E.J MC_STCN TX
HH _USTCN TX
MU _ TX
HU _ TX

NDHST_ TX
IL _ IL
IL _ IL
IL _ EL
IN INDL_DLIS IN
IO IC_A CITY IA
IT ID_(_ N7
IT _
IT I_I-_ N7
IT ITHAG_ NY
IT I_IAC_ N7
KS KANSAS CITY KS
KS KANSAS CITY KS
KS KANSAS CITY KS

LA LO6_ CA
L_ LO6 ANGELES CA

LA 9ARSTC_ C_ 56
BO C3_RIDGE MA 56
PR PRINCETON NJ 1544
$F SAN FRANCISCO CA 1544
SF SAN FRANCISCO CA 112
SF SAN FRANCISCO _ 224
MU HOUSTON TX 1544
LA PASADENA CA 448
LA PASADENA CA 280
LA tCMK:C CA 224
HN _LLE AL 1544
KN C_PEKENNEDY FL 672
I-'N HUNTSVILLE AL 512
HU HOUSTON TX 56
I._ I,.rUST_ 'I_ 2048
PH WI_ DE 56
NF N_I_OIX VA 56

_ TX 56
KN <3,PEI'G_DY FL 280
NY NEWYC_K M_' 56
WI _LOPS ISLAND VA 56
TL II%LLAHASSEE FL 1544
CB CO_ CH 1544
PR PR_ NJ 1544
KN CAPE KENNEDY FL 2048
I_J _JSTCN D( 168
DC M%SHINGTC_ DC 672
KN CRIANIX) FL 56
MI MIAMI FL 56
AU AI/STIN TX 1544
DL _ _X 56

HLRTSVILLE AL 56
W_ WHITE SANDS NM 56
AU AUSTIN TX 1544
AH AL_STIN _ 56
BD BOULDER CO 1544
A_ AI/STIN TX 56
KN <3_EKD_I_ FL 1544
CH CHI(_O IL 1544
IN B_ IN 1544

MI_ WI 56
CB COLt_4BUS" CH 1544
IL LRBANA IL 1544
NY NE_YC_K NY 1544
NY NE_Y(_K N7 1544
N7 NEW_CRK NY 1544
DC _ DC 1544
PT P_ PA 1544
LL _ CA 56
LL _ <_ 1544
AB _ NM 1544
AB LOS_ NM 1544
MN HLRTSVllLE AL 56

EXHIBIT 1-9. Current IRN Links & Capacity
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iA
LA

U%
[A
LA
LA
LA

LA
LA
LA
LA
5I
LI
LI
LI
55

55
55
55

NF
NY
N7
CR
C_
PR
PR
PR
PR
PR
PR
PR
PR
PR
PR

PR
PR
PR
PT
PT
PT
PT
PT
PT
SD
SD
SD
$D
SD
SD
SD

L_ A'_GEL£S C_
LO6 AI_EL_ C%

LOS A'_-'ELES CA
LDS ANGELES CA
LOS A/_'EL.ES CA
L_ ANGELESO CA
PASADENA CA
PASADENA CA
PASADenA CA
PASADENA CA
LINCOLN NE

LINCDU_ NE
LINCOU_ NE
LINCOLN WE

CA
CA
CA
CA

M]2aqFAPOLIS MN
MINNFAPOLIS P_
NORFOLK -VA
LCt_ ISLAND NY
NEW YC_K NY
Q_< RIDGE TN
Q_K RIDGE TN
PRINCETCN N3
PRINCZZON N3

N3
N3

PRINCETC_ N3
PRINCXTCN N3
PRINCETCm NJ
PRINCETCN 143
PRINC%TON NJ

N3
PRINC%'tCN N3

NJ
PRINCETON NJ
PRINCETON N3
PI_ PA
P_ PA
P_ PA
P_ PA
PI_ PA
PI_ PA
SAH DIDO0 CA
SAN DIEGO 0%
SAN DI_GD CA
SAN DIEGO (_
SAN DIEO0 (_
SAN DIEGO (_
SAN DIEGO C_

SD SAN DIEGO CA 56
SD SAN DIEGO" CA 56
SF SAN FRANCISCD CA 1544
HU H_USTON TX 56
BD BOULDER CO 56
SD SAN DIEGO 0% 1544

SF SAN FRANCISCO CA 1544
TU TJCSON AZ 56
DC BALTDCRE MD 56
HU HOUSTON ISiAND TX 168
DC _ DC 672
IL URBANA IL 56
KS LAWRENCE KS 56
IO IOMA CITY IA 56
BD BOULDER CO 1544
SF CAKIAND Ca, 56
PR PRINC'EI'_ NS 1544
LA LOS ANGELES CA 56
AB _ NM 1544
IO IOM_ CITY IA 1544
MD _4_DISC_ WI 1544
TL TALIAHASSEE FL 1544

BO CRMBRIDGE MA 1544
IT ROME NY 1544
CH CHIC_O IL 1544

TL _SEE FL 1544
TU TUCS(_ AZ 1544
NF NCR_LK VA DC 1544
N7 NEW YCRK NM 1544
CH CHI(_O IL 1544
NY LC_K;ISLAND NY 1544
BD BOLDER OO i544
$C STATE COU2GE PA 1544
PH P_ILAD_ PA 1544
BO _DGE HA 1544
BO _ HA 1544
NY ND_ YORK NY 1544
NY NEW YORK N7 1544
El:) NI_ HKVEN CT 1544
BO AMHERST HA 1544
SC S'IkTE COLLEGE PA 1544
PR RRI_CET(_ NJ 1544
IL _ IL 1544
CL CLEVELAND CI,I 1544
R4 R4ILAD_ PA 1544
DC _ DC 1544
LA LO_ ANGELES (_ 1544
LA _IDE CA 56
LA LO_ A_"ELES CA 1544
LA LOS _ CA 1544
flu _ TX 1544
b'_ _ PA_ CA 1544

SAiCJ_BARBARA CA 56

EXHIBIT 1-9. Current IRN Links Capacity
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SD SAN DIEGO (_ SE SEATTLE 90% 56

SD SAN DIEGO (_ SF C_MIAND CA 56

SD SAN DIEGO CA LA IRVINE CA 56

SD SAN DIEGO "CA SL SALT LAKE CITY UT 56
SD SAN DIEGO CA SL SALT LAKE CITY UT 56

SE SEATTLE _0% SD SAN DIEGO CA 1544

SE SEATTLE _A SF _ PARK CA 1544

SE SEATTLE HK PO _DRTLAND CR 56

SE SFATTLE M_ PC) O_VALLIS OR 56
SE SEATTLE HA PO _ OR 56

SF SAN FRANCISOO CA LA PASADENA CA 448

SF SAN FRANCISOD CA LL _ CA 1544

SF SAN FRANCISCO CA BD BOULDER CO 56

SF SAN FRANCISCO CA DC _ DC 336

SF SAN FRANCISCO CA LA LOS ANGELES CA 56

SF SAN FRANCISCO CA IX: M%SHINSTON DC 56
,

SF SAN FRANCISCO CA _ CHI<380 i'L 1544

SL SALT LAKE CITY UT SF t_LO PARK _ 1544
SL SALT LAKE CITY UT BD BOLruDER 03 1544

SL SALT LAKE CITY UT _{ _4I(_GO IL 1544

WI _ ISLAND VA HU IaOUSTC_ TX 1544

WI _ ISLAND VA _) _e_DISC_ WI 224

WI 9_uLOPS ISLAND VA HU _D(.PSTC_ TX 224

sum 146824
| " "'- - , u ......... , ,,

EXHIBIT I-9. Current IRN Links & Capacity
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access point name), city name, city state, and link speed (i.e.,

capacity).

1.3.2.3 Current IRN Topology

The Current IRN topology, based on these major access point links, is

depicted in Exhibits 1-10. Exhibit 1-10 depicts the major access point T1

connectivity in the Current IRN. The numbers for the various links

represent the number of Tls required for the various links. A total of

187 Tls were estimated to be required for the Current IRN.

1.3.3 Major Findings: Subtask 2.4 - Future IRN

The major findings obtained from the activities conducted to size the

future integrated computer research network are presented in terms of the

IRN city A and city B links and capacities for the future benchmark years

and the topology maps showing major access point connectivity for each of

the future benchmark years. These results are presented below and

discussed in detail in Section 12.

1.3.3.1 1991 IRN Links And Topology

The 1991 IRN links are listed in Exhibit 1-11. The names of the 1991

links are identical to the Current IRN links that were presented in

Exhibit 1-9. Again, the ID (i.e., major access point identification),

name and state for City A and for City B and the capacity for each City

A/City B link are listed. The major change from the Current IRN to the

1991 IRN was the increase in capacity from TI to T3 on some links. It was

assumed that the NSFNET Backbone capacity would increase from TI to T3 by

1991, and this expected increase was reflected in the 1991 IRN backbone.

The 1991 IRN Topology is depicted in Exhibit 1-12. The 1991

connectivity has not changed from the Current (i.e., 1989) connectivity,

but the capacity of the IRN backbone has. Much of the 1991 IRN backbone

is projected to have T3 capacity in 1991.
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1991 II_ L_

ID CITY - A

, , , , ,, • ,

ID CITY ST C_PACITY (KB)

AS ALB_ NM
AB AL_ NM

AB ALB_ NM
AB AI_ NM
AB AI_ NM
AB AL_ NM
AB LOS AIAM3S NM
AB LOS_ NM
AB LOS ALAMS_ NM
ALl AUSTIN TX
BD BOULDER
BD BCt_DER CO

BD BOULDER CO
BD BOULDER CO
BD BOtruDER CO
BD BOULDER CO
BD BOtK.DER CO
BD BOULDER CO
BD BOULDER CO
BD BODIDER CO
BD DENVER CO

CH _IC_ IL
CI_ CHIC_(K) IL
CH CHI_ IL
CH CHIC_30 IL

C_I_CK) IL
C_ C_I(_30 IL
CH _(_ IL

CHIC_(D IL
CH CHICB_O IL

C_(_GO IL
DC _ DC

DC W_ DC
DC _ DC
DC WASHINGTON DC
DC _ DC
DC W_ DC
DC _ DC
DC _ DC
DC _ DC
DC _ OC
DC _ DC
IX: _ DC
DC W&._I_CrC_ DC
DC _ DC

LL L_ C_ 56
LL LIVERMDRE C% 1544
KS KANSAS CITY KS 56
KS KANSAS CITY KS 56
KS KANSAS CITY KS 56

LL _ CA 56
AU AUSTIN TX 56
KS LAWRENCE KS 56
BD BOULDER CD 56
DL RIChaRDSON TX 1544
MD MADISON WI 224
DC W%SHINGTUN DC 224
SL SALT IAKE CITY UT 56
DC _ DC 224
BO WOODS HOLE MK 224
MI MIAMI FL 224
1X/ TUCS_ AZ 56
DT A_ ARB_ MI 224
PO ODR%rAL.IS OR 1544
RO CORVALLIS OR 224
LA LO6 ANGELES CA i544
N7 NEW YCRK N7 1544
PR PRINCETCN NJ 1544

SE SEATTLE M% 44M
DT LANSIN_ MI 1544
DT LITC_FIELD MI 1544
SF SAN FRANCISCO Ca. 56

MD MADISON WI 1544
BD DI_ER 03 44M
TL TAL5%HASSEE FL 56
IL 5RBANA IL 1544
LI LINCDtN NE 44M
BO C_4BRIDGE MK 1544
NY NEW _ NY 1544
AB _ NM 56
LL _ _ 56
LL _ O% 56
LL _ C_ 56

E.WI'SVILLE AL 56
_ TX 56

WI WALLOPS ISL%ND VA 56
WI _ ISLAND VA 1544
C_ C_ OH I12
KN C_PE _ FL 168
5% LOS ANSELES (_ 56
WS WHITE SANDS NM 224
WS M-IITESANDS NM 56
LA BARSTCW (_ 224

EXHIBIT 1-11. lggl IRN Links & Capacity
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DC WASHINGTON

DC
DC _%SHINGIDN
DC M_4ING'90N
DC M%SHINGTC_
DC _%SHINGTON
DC M_4INGnDN
DC _NOTON
DC M%SHINGTON
DC
DC
DC
DC
DC
DC M_GTON
DC M%SHINGTON
IX: _%SHINGTC_ "
DC M_SKINGTON
DC M_SHINOTC_
DC M_NGIDN
DC
DL RIC_%RDSON
DT ANN ARBOR
DT A_ ARBC_

H[RTSVILLE
}_ HIRTSVII/2
HN _U_TSVILLX

_KRTSVILLE
}_ hlRTSVILLE
h_ BRYAN
HU H_JSTC_
I-_ HOUSTON

HOUSTON
HU HOUSTON
HU HOUSTCN

HOt_'TCN

HU Hc&_'r_N
IL tRBKNK
IL tU%BANA
IL tRBANA
IN IND_LIS
IO I(:i_CITY

IT I_
IT
IT
IT
KS KANSASCITY
KS KANSASCITY
KS KAI_SASCITY
LA t06_
LA LC6 ANGELXS

DC LA BARSTC_ CA 56
DC BO _%_RIDGE _ 56
IX: PR PRINCETON NJ 44M
DC SF SAN FRANCISCO C_ 1544

DC SF SAN FRANCISCO CA 112
DC SF SAN FRANCISCO CA 224
DC HI/ _ TX 44M
DC LA PASADENA CA 448
DC [A PASADENA CA 280
DC IA U:MP(_ CA 224
DC HN I-K_TSVILLE AL 1544
DC _4 (:_PEKENNEDY FL 672
DC HN H_TSVILLE AL 512
IX: HI/ HOUSTON TX 56
DC HI/ MOUSTDN TX 2048
DC PH WILMINGTCN DE 56
DC NF NICRFOLK VA 56
DC HU HOU_ TX 56
IX: KN (_PE KENNEDY FL Z80
DC N7 NEW YORK NY 56
DC Wl M_IDPS ISLAND VA 56
TX TL TAI/AHASSEE FL 1544
MI CB CO_S OH 1544
MI P_ PRIN_ NJ 44M
AL _ CAPE KENNEDY FL 2048
AL EJ _ TX 168
AL IX: _ DC 67Z
AL _ ORLANDO FL 56
AL MI MIN41 FL 56
TX AU AUSTIN TX 1544
TX DL DALLAS TX 56
TX _ HIRTSVILLE AL 56
TX WS WHITE SANDS NM 56
TX AT/ AUSTIN TX 1544
TX AU AUSTIN TX 56
TX BD BOULDER O3 44N
TX AU AUSTIN TX 56
TX KN CAPE _ FL 1544
ZL (_4 CHI(_GO IL 1544
IL IN B_ IN 1544
IL MD MI_ WI 56
IN C_ CO_ OH 1544

IA IL LRBANA IL 1544
NY NY NEW 7C_K NY 1544
NY NY NEW Y<_K NY 1544
NY NY NEW YORK NY 1544
NY De _ IX: 44M
NY PT PITTSBLR(_ PA 4414
KS LL _ O_ 56
KS LL LIVERMORE CA 1544
KS AB AL_ NM 1544
C_ AB LOS AIAMOS NM 1544
C_ _ }_JNTSVILLE AL 56

EXHIBIT 1-11. 1991 IRN Links & Capacity

(Confined)
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tA LOS ANGELES C_ $D

LA LOS ANGELES CA SD
[A LOS ANGELES (3% SF

LA LOS ANGELES CA HU

LA LOS ANGELES CA BD

LA LOS ANGELES CA SD

LA LOS ANGELESO CA SF

IA PASADENA CA TU

LA PASADENA CA DC
I.A PASADENA CA HU

iA PASADENA CA IX:

LI LINCDLN NE IL

LI LINCDLN NE KS

Ll LINCOLN NE I0

LI LINOOLN NE BD
LL LIVERM3RE CA SF

Lid LIVFAMORE CA PR

LL LI_ CA LA
Lid LIVERMDRE CK AB

MP MINNEAPOLIS MN IO

MP MINNEA/q)LIS _ MD

NF Z_:RFOLK VA TL

NY LONG ISLAND N7 BO

ICY NEW YORK NY IT

OR (3AK RIDGE TN (_

OR CAK RIDGE TN TL

PR PRINCETON N3 TU

PR PR_ NJ NF

PR PRINCETC_ NJ N7

PR PRINCEII_ NJ CR

PR PR/.N_ NJ NY

PR PRINCEIE_ NJ BD

PR PRINCETON NJ SC
PR I_/NCETON NJ FM

PR R%D4CEIDN NJ BO

PR R_.NCET(_ NJ BO

PR PRIN_ NJ N7

PR _ NJ NY

PR R_NCEr(_ NJ BO
PR PRINCETON NJ BO

PT PITI3BIR(_ PA SC

PT PITTSBLRG-I PA PR
Fr PITTSBURG4 PA IL
PT PITTSBUN_ PA CL
PT PITTSBUR(_ PA PH
PT PIT/_ PA DC
SD SAN DIEGO (_ LA

SD SAN DIEGO CA LA

_D SAN DIEGO (3_ I.A
SD SAN DIEGO (3% IA

SD SAN DIEGO CA HU

SD SAN DIEGO (_ SF

SD SAN DIEGO (_ IA

SAN DIEGO CA 56

SAN DIEGO CA 56
SAN FRANCISCO CA 1544

}_JSTON TX 56

B3ADER CO 56

SAN DIEGO CA 1544

SAN FRANCISCO CA 1544

TUC3(_ AZ 56

BALTDfRE MD 56

HOUSTON ISLAND TX 168

%@_HINGTON DC 672

URBANA IL 56

LAWRD_CE KS 56

IOM% CITY IA 56

BOULDER CO 44M

(3%KIAND CA 56

PR_ NJ 1544

LOS ANGELES CA 56

AL_ _4 1544

IO_ CITY IA 1544

_%DIS(_ WI 1544

TALLAHASSEE FL 1544

CAMBRIDGE MA 1544

NY 1544

C_IC_JO IL 1544

TAI/AHASSEE FL 1544

AZ 1544

_LK VA DC 1544

NE_ 7ORK N7 1544

fI4I(3EO IL 1544

ISLAND N7 1544

BOLDER CO 1544

STATE COLI2GE PA 1544

R-IILADEiFHIA PA 1544

(:_:LIDGE MA 1544

(3_RIDGE _ 1544

NEW YCRK N7 1544
NIM YORK NY 1544

NEW HAVEN CT 1544

AMMERST M% 1544

STAIE COLLEGE PA 1544

RhINCEK_ NJ 44M
IL 44bi

CLEVEIAND CH 1544

R_IIADEI2HIA PA 1544

DC 1544

LOS ANGELES CA 1544

RIVERSIDE CA 56

LOS _S CA 1544

iO6 ANGELES CA 1544

TX 44M

_ruO PARK CA 44M

SANTA BARBARA CA 56

EXHIBIT 1-11. 1991 IRN Links & Capacity

(Contined)
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SD
SD
SD
SD
SD
SE
SE
SE
SE
SE
SF
SF
SF
SF
SF
SF
SF
SL
$L
SL
WI
WI
WI

SAN DIEGO CA
SAN DIEGO
SAN DIEGO (_
SAN DIEGO (_
SAN DIEGO (_
SFATTLE M_
SFA/TLX
SFATTLE
SFA/TLE W%
SFATTLE _A
SAN FRANClSCD <_

FRANCISCO CA
SAN FRANCISCO CA

SAN FRANCIS(X3 G%
SAN FRANCISCO
SAN FRANCISO_ <_
SAN FRANCISCO
SALT LAKE CITY UT
SALT U%KE CITY UT

SALT LAKE CITY UT
M_/.OPS ISLAND VA
M%LLOPS ISLAND VA
M%LLOPS ISLAND VA

SE SFATTLZ HA 56
SF C_KLAND _ 56
LA IRVINE <_ 56
SL SALT LAKE CITY UT 56
SL SALT LAKE CITY UT 56
SD SAN DIEGO _ 44M
SF _ PARK C% 44M
PO PCeTLAND OR 56
PO _S Ce 56
PO _ OR 56
LA PASAD[_%_A <_ 448
LL _ (_ 1544
BD BOULDER CO 56

DC _ DC 336
LA iO6 ANGELES CA 56
DC M%SHINSTON DC 56
C_ CRIC%GO IL 1544
SF MENLO PARK _ 44M
BD BOULDER O3 44M
CH CHI(3_) IL 44}4
HU BDUSTCN _X 1544
_D MADISC_ WI 224
_d _ TX Z24

sum

EXHIBIT 1-11. 1991 IRN Links & Capacity

(Confined)
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1.3.3.2 1996 IRN Links And Topology

For the 1996 IRN, ten new major access points were added, making a

total of fifty major access points. These fifty major access points are

listed in Exhibit 1-13. The ten new major access points are: Atlanta,

Billings, Cheyenne, Columbus, Columbia, Fargo, Helena, Jacksonville, New

Orleans, Raleigh and St Louis.

The 1996 IRN links are listed in Exhibit 1-14. As with the Current

and 1991 IRN link lists, the ID (i.e., major access point identification),

name and state for City A and for City B and the capacity for each City

A/City B link are listed. However, even though the number of major access

points has increased by ten, the number of links listed has decreased from

177 links in 1991 to 53 links in 1996. This is because only direct links

are listed for 1996. For example, in 1996 there are only two links from

Seattle (Seattle to Helena and Seattle to San Francisco), while in 1991

there were five. This change in procedure for listing links was made

because the 1996 IRN was assumed to be a truly single integrated network,

while the 1991 and Current (1989) IRNs were assumed to be composites of

many networks with several individual links.

The 1996 IRN topology is depicted in Exhibit 1-15. For the 1996 IRN,

the 1991 IRN backbone still exists but its capacity has been increased.

Also, the ten new major access points have been connected to this 1991

backbone. The following increases in capacity have been made:

1. Some of the 1991 T3 links have been increased to 1 Gbps links.

2. Some of the 1991 T3 links have been increased to 564/274 Mbps links.

3. All 1991 TI links have been increased to 564/274 Mbps links.

4. The capacity of each of the links added to connect the ten new major

access points was either90 Mbps or 45 Mbps.

1.3.3.3 2000 IRN Links And Topology

The 2000 IRN links are listed in Exhibit 1-16. The major access

points and connectivity for the 2000 IRN are identical to those for the

1996 IRN. The only changes that were made were in the link capacities.
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KEY CITY STATE V H

AB _ NM 8549 5887
AT AILANTA G% 7243 2092

AU AUSTIN TX 9005 3996

BI BI_ MT 6390 679C
130 _ t4% 4422 1249

BD BCETLDER OO 7456 5961

C7 CZ4EYI_ WY 7204 5958

CH CRI(3LD IL 5986 3426
CL _ OH 5574 2543

CO COU.I_IA SC 6902 1587
CB CO_ OH 5972 2555

DL DALLAS TX 8436 4034

DT DETROIT HI 5536 2828
FR FARGO ND 5614 5181

_ M_ " 6339 735C
_USTC_ TX 8938 3536

b_/ HLRTSVZLLE AL 7267 2535
IN INDLMqAPOLIS IN 6272 2992

IO IO_CITY ZA 6315 3971
IT _ N7 4798 199C
JK J_LLE FL 7642 1276

KS KANSAS CITY HD 7249 4210
KN _ SPCCTR FT. 7919 0880
LI LINCOLN _IE 6823 4674

LL _ (_ 8504 8606
LA L_ A_"ELES _ 9213 7878
t_ t4qDISCN WI 5890 3798
MI MIAMI FL 8351 0527

_4_ _LIS MH 5781 4525

NO NEW_ LA 8484 263!
NY NEW YCI_ NY 4997 1406

NF HOP.FOLK VA 5936 1198
OR G_KRIDGE TN 6811 2303

PHILADELRCA PA 5251 1458

PT PI_ PA 5621 2185
PC) PCI_.AND OR 6799 8914
PR PRINCETON _L7 5120 1436
RL RALEIGH NC 6344 1434
SL SALT LM(E UT 7576 706_

SD S/_NDIEGO <_ 9468 7629
SF SA_ _SCO _ 8492 8719
SE SEATTLE 14A 6336 8896
ST ST LOUIS NO 6807 3483
SC STATE OOLIXGE PA 5360 1933

TL TALL_ASEE FL 7876 1715
I'U TUCSON AZ 9342 648C
IL LRBAHA IL 6371 3336
WI _ ZSZAND VA 5657 1249

DC _SHINGTC_ DC 5622 1583
WS M4ITE SANDS NM 9132 5742

EXHIBIT 1-13. 1996 IRN Major Access Points
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1996 _

ID CITY - k ST ID CITY - B ST CAPACITf

AB AL_ h_M HU HCfJSTON TX 565M

AT ATXANTA GA C_ CD_IA SC 90M
AT ATIANTA GA TL TALLA}gkSEE FL 90M

AU AUSTIN TX DL DALLAS TX 90M

BD BOULDER OO AB ALBUQUERQUE NM 90M

BD BCk/LDER CO SF SAN FPANCI SCO C:_ 1G

BI BILLINGS MT CY CHEYENNE WY 90M

BI BII//NGS M_ FR FARGO ND 90M

BO BOSTON MA NY NEW YOP/< NY IG

CB OO_S OH DT DETROI T MI 90M
CH CHIC:_30 IL IL URBANA IL IG

CH C_IIC:_30 IL (DR OAK RIDGE TN 565M

CH C_TIC_SO IL L_ LINODLN ICE IG

C_ C:-IIC:_30 IL DT DETROIT MI 90M

C_ CHIOkCK) IL ST ST LOUIS MD 90M

CL CLEVELAND OH CB Og[//MBUS OH 90M

(30 OD_IA SC RL RALEIGH NC 90M

CY CHEYENNE WY BD BOULDER CD 90M

DC _gHINGTCN DC PT PITTSIKIRGH PA IO
DC M_ZHINGTON DC NF _)RFOLK VA 565M

DC _SHINGTON DC WI WALLOPS IST.AND VA 90M

FR FARGO ND MP M_rNNEAgOLI S MN 90M

HE _ MT BI BILLINGS MT g0M

HN HUNTSVILLE AL OR OAK RIDGE TN 90M

HU I-DUSTC_ TX OR OAK RIDGE TN 565M

HU HOUSTON TX NO NEW ORLEANS CA 90M

IN INDIANA;_LIS IN C}{ CHIC_kGO IL 90M

IT ITHA(_ NY NY NEW YORK NY IG

KN K_Br_Y SPC CTR FT., MI MIAMI FT., 90M
LA LOS ANGEI_S C_k SD SAN DIEGO C_k IG

LI LINOOT.N NE HU HOUSTON TX 1G

hl LINCOLN NE BD BCK/LDF_ CO 10

LI I/NODLN NE IO IC_k CITY IA 90M

MD MADISON WI C_ C_IIOkGO IL 565M

MP MINNKAPOLIS _ MD MADISON Wl 565M

NO NEW ORI2ANS LA TL TAI/A}gLgEE FL g0M

NY NEW YORK NY DC M%SHINGTON DC IG
NY NEW YOP_ NY PT PITTSBL_(_ PA IG

(DR OAK RIDGE TN TL TALLAHASEE FL 565M

PO _KI'XAND C_ SE S_ %@k 90M

PT PITTSBtTRC_ PA CL C'uEVEIAND OH 90M
PT P_ PA C_ C%-_(_O IL IG

P.L PALEI(_{ NC NF NO_=DLK VA 90M

SC STATE (D_ PA FT PITTSBURG_ PA 9GM

SD SAN DIEGO CA AB AL_ I_4 565M

SE SEATTLE _ HE HELENA Mr 90M
SE _ M_ SF SAN FRANCISOO CA 565M

SF SAN FRANCISCO C_ LL _ (_ IG
SF SAN FRANCISO0 Ok LA _ ANGELES (_k IG

SL SALT LAKE UT BD BCULDE_ (30 90M
ST ST LOUIS MO KS KANSAS CITY MO 90M

TL TALLAHASEE Ft, _ KDaCEDY SPC CTR FT. 565M

TUC7_C_ _ _ WHITE SANDS _ 9CXM

EXHIBIT 1-14. 1996 IRN Links & Capacity
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2000 IP_/ LINKS
,,, , ,

ID CITY - A ST ID CITY - B ST CAPACITY

AB _QUE f_4 HU HOUSTON TX 16

AT ATLANTA GA CO OO_IA SC 565M
AT ATIAh_fA GA TLL TAI/AHASEE FL 565M

AU AUSTIN TX DL DALLAS TX 565M

BD BOULDER CO AB AL_ MM 565M

BD BOULDER CO SF SAN FRANCISCO CA 5G
BI BILLINGS MT C7 CHEYENNE W7 565M

BI BILLINGS MY FR FARGO hid 565M

BO BOSTON MA NY NEW YORK NY 5G

CB O3_US OH DT DETROIT MI 565M

C_4 CHICAGO IL IL URBANA IL 5G

CN CHIC%GO IL OR OAK RIDGE TN iG

CH CHIf3EO IL LI LINCOLN NE 5G

CH CRICACD IL DT DETROIT MI 565M

CN CHICAGO IL ST ST f/X/IS M3 565M

CL CLXVEIAND OH CB O3_US OH 565M

CO COI/P_IA SC RL RALEI_ NC 565M

C7 C4EYENNE WY BD BOULDER CO 565M

DC _%._HINGTON DC PT PITTSBURGH PA 5G

DC _rIINGTCAN DC NF NORFOLK VA IG

DC WASHINGTON DC WI ','_%LLDPS ISLAND VA 565M

FR FARGO ND M9 MINNEAPOLIS MN 565M

HE HELENA MT BI BILLINGS MT 565M

HN HUNTSVILLE AL OR OAK RIDGE TN 565M
HU HOUSTON TX OR QAK RIDGE TN IG

HU HOUSTON TX NO NEW ORLEANS LA 565M

IN INDIANAPOLIS IN CH C:-II<_BJ30 IL 565M

IT ITHA_ N7 NY NEW YORK N7 5G

KN KENNEDY SPC CTR FL MI MIAMI FL 565M

LA LOS ANGELES C% SD SAN DIEGO CA 5G
LI LINCOL_ NE HU HOUSTON TX 5G

LI LINCOLN NE BD BOtK.DER CO 5G

LI LINOOf.N NE IO !C_A CITY IA 565M

MD MADISON WI CH CHIC%00 IL IG

MP MINNEAgOLIS _ MD MADISON WI IG

NO NEW ORLEANS LA !"5 TALLAHASEE FL 565M
NY NEW YORK NY DC M%SHINGTC_ DC 5G

NY NEW YORK NY PT PITTS_ PA 5G
OR C_K RIDGE TN TL TAI/AHASEE FL 1G

_9 PORTLAND OR SE SEATTLE WK 565M

PT PITTSBURGH PA CL CI2VELAND CH 565M

PT PITTSBURGH PA CH CHIC_30 IL 5G

RL RALEI_ NC NF NORFOLK VA 565M

SC STATE COLLEGE PA PT PITTSBURGH PA 565M
SD SAN DIEGO CA AB _ _4 IG

SE SEATn_ WA HE HELD_ MI 565M

SE SEATTLE _& SF SAN FRANCISCO _ 1G

SF SAN FRANCISCO CA LL LIVERMOEE C% 5G

SF SAN FRANCISCO (_ LA LOS ANGELES C_ 5G

SL SALT LAKE UT BD BOblDER 0:3 565M

ST ST LOJIS MID .KS .KANSAS CITY MO 565M

TL TALLAHASEE FL KN _ SPC CTR FL IG

TU _ AZ WS WHITESANDS NM 565M

EXHIBIT 1-16. 2000 IRN Links & Capacity
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The 2000 IRN topology is depicted in Exhibit :I-17. This topology map

looks identical to the topology map for the 1996 IRN. However, the link

capacitieshave bccn increased in the following manner:

I. All 1996 l Gbps links have bccn incrcascd to 5 Gbps links.

2. All 1996 564/274 Mbps links have bccn incrcascd to l Gbps links.

3. All 1996 90/45 Mbps links have been increased to 564/274 links.

1.3.3.4 2010 IRN Links And Topology

The 2010 IRN links are listed in Exhibit 1-18. Again, the major

access points and connectivity for the 2010 IRN are identical to those for

the 2000 IRN. As before, the only changes that were made were in the link

capacities.

The 2010 IRN topology is depicted in Exhibt 1-19. This topology map

again looks identical to the topology map for the 2000 IRN, and as before,

the link capacities have been increased in the following manner:

1. All 2000 5 Gbps links have been increased to 25 Gbps links.

2. All 2000 1 Gbps links have been increased to 5 Gbps links.

3. All 2000 564/274 Mbps links have been increased to I Gbps links.

1.3.4 Major Findings: Subtask 2.5 - Current And Future IRN Costs

The major findings obtained from the activities conducted to estimate

the current and future circuit costs of the IRN are presented in terms of

the link costs and total costs for each of the selected benchmark years.

These results are presented below and discussed in detail in Section 13.

The costing methodology also is discussed in detail in Section 13. In the

following discussion of costs it was assumed that the IRN was not

completely integrated in 1989 and 1991, but was so in 1996 and beyond.

1.3.4.1 Current (1989) IRN Circuit Costs

The circuit cost per month for each city-pair link and for the total

Current (1989) IRN are shown in Exhibit 1-20. Again, the city-pairs are

listed in the same order as they were listed in earlier exhibits listing

the Current IRN links.
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YEAR 2.010 IRN LINKS
,. , ,., ,.

ID CITY -A ST ID CITY - B ST

AB _ NM HU hDUSTON TX

AT ATLANTA GA L CO CD_IA SC

AT ATLANTA GA TL TALLAHASEE FL

AU AUSTIN TX DL DALLAS TX

BD BCULD_ CO AB ALBUQUERQUE h_4

BD BCULDER CO SF SAN FRANC/SOD
BI BILLINGS MT CY CHEYENNE WY

BI BILLINGS MI FR FARGO ND

BO BOSTC_ MA NY NEW YORK NY

CB CDI/h4BUS OH DT DETROIT MI

C_ CHIC_O IL IL URBANA IL

C_ (_-IICEGO IL OR C_K RIDGE TN

C_4 C_IC_O IL LI LINCOU_ NE

CHIGE(X) IL DT DETROIT MI

C_ C}{I(_30 IL ST ST LOUIS MD

CL CLXVEqAND OH CB CO_S OH

CO GOU.MBIA SC RL RALEIGH NC

CY _ WY BD BOtruDER 00

DC W;_"HINGTON DC PT PITTSBUR_ PA

DC M%SHINGTON DC NF NORFOLK VA

DC WASHINGTON. DC WI WALLOPS ISLAND VA

FR FARGO ND MP MINNEAPOLIS 14q

HE _ MI BI BILLINGS MT

HN HUNTSVILLE AL OR C_ RIDGE TN

HU MUJSTC_ TX C_ OAK RIDGE TN
HU HOUSTON TX I_3 NEW ORLEANS LA

IN INDIANAPOLIS IN C_ C_{I_GO IL

IT ITHAC_ NY NY NEW YORK NY

KN KENNEDY SPC C/R FL MI MIAMI FL

LA LOS ANGELES _ SD SAN DIEGO

LI LINOOL_ NE HU HOUSTC_ TX

LI LINGOLN NE BD BCtrLDER CO

LI LINCDUg NE I0 I<_A CITY IA
MD MADISON WI C_ CHIC_O IL

MP MINNKAPOLIS _ MD MADISON WI

NO NEW ORLFANS LA TL TALLAHASKE FL

NY NEW YORK NY DC _ DC
NY NEW YORK NY PT PITT_ PA

OR OAK RIDGE TN TL TAI/A}9_EE FL

PO _3RTLAND OR SE SEATTLE

PT PITTSBUR(_ PA CL _ OH

FT PITTSBURGh{ PA _ CKIC_O IL

RL RALEI(_{ NC NF NORFOLK VA
SC STATE ODL/2GE PA PT PITTSBURGH PA

SD SAN DIEGO C% AB ALB_ _4

SE SEATILE _ HE HELE_ MT
SE SEATTLX _A SF SAN FRANCISCO (_

SF SAN FRANCISCO C_ LL LIVERM_ C_

SF SAN FRANCIS(X3 _ LA LOS ANGK'I_S (_

SL SALT LAKE UT BD BOtruDER (30

ST ST iOt_S M3 KS KANSAS CITY M3

TL TALLAHASEE FL KN KDa_Y SPC CrR FL
TU TUCSC_ AZ WS WHITE SANDS _4

CAPACITY

5G
1G
IG
1G
IG
250
1G
1G
25G
1G
25G
5G
25G
1G

IG
1G
1G

1G
25G
5G

1G
1G
1G
1G
5G
IG
1G
25G
1G
25G
25G
25G
IG
5G
5G
IG
25G
25G
5G
1G
1G
25G
IG
1G
5G

1G
5G
25G
25G
1G
IG
5S
1G

EXHIBIT 1-18. 2010 IRN Links & Capacity
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(3OST PER M£_'TH - <31Alq.ATED _{ US!):G _; __STDgk_TED AVVJ)AGE COST PLD_ MILE FOR _ VARIOUS SERVICES

ID CITY - A ST ID -'=--'7.- B ST (3PACIT7 MILES MM

AS

AS

AS

AS

AS

AS

AS

AS

AB

AU

BD

BD

BD

BD

BD

BD

BD

BD

BD

BD

BD

BO

BO

CH

C_

CM

(_

CH

CH

C_

DC

DC

DC

DC

DC

DC

DC

DC

DC

DC

DC

DC

DC

DC

_ LL L._ <_ 56 860 48.16

_ LL _ f_ 1544 860 1.327.84

ALStE_'ERCt_ ,_M KS KANSAS CITY .KS 56 671 37.58

_'EROUE _ KS }IANSAS CITY KS 56 671 37.58

AI.B_ _ KS KANSAS CiYf KS 56 671 37.58

AL_ NM TT L_X (:_ 56 860 48.16

LOS ALAM:)S NM AU AUSTIN TX 56 615 34.44

LOS AIAMOS _ KS !AM_gCE KS 56 671 37.58

LOS AIAMOS _M BD BOULDER CO 56 346 19.38

AUSTIN TX DL R!fRARDSC_ _ 1544 180 277.92

BCtrLDER QO MD MADISC_ Wl 224 844 189.06

BOULDER CO DC W;t.WHINGTC_ DC 224 :.501 336.22

BCEILDER CO SL SALT LAKE CITY UT 56 351 19.66

BOULDER (30 DC %_a_S_{INGTC_ DC 224 1.501 336.21

BOULDER CO BO WOODS MOLE MA 224 1.772 396.93

BO[K.DER O3 MI MIAMI FL 224 1,742 390.21

BOULDER CO TU TUCSON AZ 56 619 34.66

BOULDER CO DT A_ARBOR MI 224 1.162 260.29

BOULDER (30 PO C_RVALIS C_ 1544 957 1,477.61

BOULDER CO PO CCRVALI/S QR 224 957 214.37

DE_]VER CO LA LOS ANGELES C_ 1544 822 1.269.17

8OSTC_ _% NY NEW YC_C NY 1544 188 290.27

C3MBRIDGE M% PR PR_ NJ 1544 229 353.58

CHIC%GO IL SE SEATTLE _ 1544 1.733 2.675.75

CRI(3_SO IL DT LANSING MI 1544 237 365.93

(RI(3_O IL DT LITCHFIELD MI 1544 237 365.93

CHIC_30 IL SF SAN FRANCISCO C_ 56 1.352 103.71

CHXG%OO IL _9 _DISON WI 1544 121 186.82

(:HICM_O IL BD DE2_/ER CO 1544 927 1.431.29

C:41C_3O IL TL T'AIIAHASSEE FL 56 806 45.14

CHIC_30 IL ZL URBANA Ii 1544 125 193.00

-CNq(:_SO !L L/ LINCOLN NE 1544 475 733.40

!_CA_O IL BO _IDGE _ 1544 848 1.309.31

M_._IIAETON DC N7 NEW YORK NY 1544 205 316.52

",_'HINGTCN DC AS _ .q_ 56 1.646 92.18

DC LL L_ C.% 56 2,401 134.46

_SHINGT_N DC LL LI'VERMC_X (:_ 56 2.401 134.46

9_qINGTON DC LL _ (_ 56 2.401 134.46

"_ DC }_ HUNTSVILLE AT. 56 601 33.66

WASHING'TON DC NU M:X]STCN TX 56 1.117 68.15

M%SKINGTC_ DC WI _,@/IDP$ ISLAND VA 56 !06 5.94

NKSHINO'TCN DC WI WALLOPS. ISLAND VA 1544 106 163.66

"_SHINQ'fON DC CL CLEVELAND OH 112 304 34.05

DC _ CAPE}:_EDY .__ 168 760 127.6_

NKSH!NUTCN DC iA LOS ANGELES C% 56 2.292 128.35
WASH!NGT_ DC WS WHITE SANDS _ 224 1.572 _52.:3

",'&._'IINGTC_ DC WS WHITE SAffDS _ 56 I.'2! 96.38

_SHING'I'C_ DC LA BARSTC_ C_ 124 2.192 513.41

2.950.00

14,300.00

:,477.50

2.477.50

1.477.50

=,950.00

2.337.50

2.477.50

1.655.00

4.100.00

9.174.00

14.758.50

Io677.50

14,758.50

17,062.00

16,807.00
2.347.50

11.877.00

15,755.00

i0.i_4.50

13.730.00

4,220.00

4,835.00

27,395.00

4.955.00

4.g55.00

5.430.00

3.215.00

15.305.00

2.815.00

2.275.00

S.525.00

14.120.00

4.475.00

4.915.00

5,802.50

6,802.50
6.802.50

2.302.50

1.065.00

2,990.00

2,568.00
6.540.00

6.53C.90

1_.362.00

21,482._

EXHIBIT 1-20. Current (1989) IRN Circuit Costs
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DC

DC

DC

DC

DC

DC

DC

DC

DC

DC

DC

DC

DC

DC

DC

DC

DC

DC

DL

DT

DT

I'_

HU

HU

I,IU

HU

IL

IL

IL

IN

IO

IT

IT

IT

IT

IT

KS

KS

KS

LA

LA

_'HINGTON

WA__

t@_CINGTC_

_.qHINGIX_

tC_3HINGTQN

tC_SCII_'rcN

_¢_SHINGTQN

WASHINGIX_

_SHINGTON

KI_.qHINGTON

_I_NGTQN

RICHARDSQN

AI_ ARBOR

A_ ARgQR

HLRTSVILLE

R.RTSVILLE

_LLE

I#_TSVILLE

HtRTSVILLE

BRYAN

PEUSTCN

]¢X/STON

HOJSI_N

HOUSTON

HOUSTON

NOUSTQN

LR_A_

tRBN_

tREI_IA

INDIA'@._LIS

IOk_ CITY

KANSAS CTZY

KANSAS CITY

CITY

A/_ELES

LO6 ANGELES

DC LA BARSTOW (3%

DC BO C_P_RIDGE P_

DC PR PRINCETC_ NJ

DC SF SAN FRANCISCO C_

DC SF SAN FRANCISCO C%

DC SF SAN FRANCISCO C_

IX: HU _ TX

DC Lk P/L_ADI_IA C_,

DC LA PASADENA

DC LA _

DC _ HUNTSVILLE AL

DC KN C_%PE I_ FL

DC I._ I-I_LLE AL

DC I-U I._ IX

DC l_ W'II_ DE

I_ t_ NORFOLK,
DC HU _ IX

D_ NY N_t YOflK NY

DC WI _%LIDP5 ISLAND VA

TX TL _IAHASSEE FL

HI CB CO_ C[.I

HI PR _ N3

AL IO/ C_E IGRNED7 FL

AL _ _ IX

AL DC _ DC

AL I_ CRIANDO FL

AL HI MIAMI FL

TX AU AUSTIN IX

TX DL DAI/AS TX

IX i._ E.RTSVIlZ_ AT.

TX WS WHITE SANDS NM

IX AU AUSTIN TX

IX AU AUSTIN IX

TX BD BOULD_ CO

TX AU AUSTIN IX

IX gN G_PE K]g_IEDY FL

IL CH CHICAGO IL

IL IN B_ IN
IL PD HI_ WI
IN C'B CO_B_t_ OH

IA 11 _ IL

NY N7 NEW_ NY

NY NY NL:I_YCRK N7

NY N7 I¢I_ YCRK NY

NY DC _4RSKII_K_ DC

PT P_ PA

KS LL LIIRR,'ERE CR
KS LL ',,.,-"_.E CR

KS AB _ _1
C_. AB L_ AL_ NM

C_ _ RRTSV_LLE AL

56 2.292 128.35
56 394 22.06

1544 I65 254.76
1544 2,432 3.755.01

I12 2.432 272.38

224 2,432 544.77
1544 1.217 1.879.05

448 2,292 1.026.82

280 2,292 641.76

224 2,292 513.41

1544 601 927.94

672 760 510.72

512 601 307.71
56 1.217 58.15

2048 1,217 2.492.42

56 124 6.94

56 157 8.79

56 1.217 68.15
280 760 212.80

56 205 11.48
55 106 5.94

1544 754 1.164.18
1544 163 251.67
1544 459 708.70

2048 563 1,153.02

168 616 103.49

672 601 403.87

56 563 31.53

56 722 40.43

1544 147 226.97

56 224 12.54

56 616 34.50

56 700 39.20

1544 147 226.97

56 147 8.23

1544 899 1.388.06

56 147 8.23

1544 900 1,389.60
1544 125 193.00

1544 113 174.47
56 211 11.82

1544 168 259.39
1544 202 311.89

1544 195 301,08
1544 195 301.08

1544 195 301.08

1544 291 449.30

I544 267 412.25
56 1.446 80.98

1544 1.446 2.232.62
1544- 671 1,036.02

1544 664 1,025.22

56 1,798 100.69

6.530.00

1,785.00

3.875.00

37,880.00

12,144.00

22,672.00

19,655.00

35,780.00

26,466.00

21.482.00

10,415.00

I2.800.00

10,415.00

3.842.50

29,482.50
i.ii0.00

1.192.50

3.842.50

10.380,00

1.312.50
1.065.00

12.710.00
3,845.00

8.285.00
14.767.50

5.604.00

10,415.00

2.207.50

2.605.00
3,605.00
1,360.00

2,340.00

2,550.00
3.605.00

1.167.50
14.885.00

1.167.50

14.900.00

3.275.00

3,095.00

1.327.50

3.920.00

4.430.00
4.325.00

4,325.00

4.325.00
5.765.00

5.405.00

4,415.00

23.090.00

1!.465.00

11,360.00

5.295.00

EXHIBIT 1-20. Current (lg8g) IRN Circuit Costs
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LA

LA

LA

LA

LA

IA

LA

LA

',A

LA

LA

LI

hl

hi

LI

LL

LL

LL

LL

PIP

MP

NF

N7

CR

CR

MR

MR

MR

MR

MR

MR

MR

MR

MR

MR,

MR

MR

MR

PR

FT

PT

Fr

PT

Fr

PT

SD

SD

SD

SD

SD

SD

SD

h.._ ANGELES
LOS ANGELES

LOS ANGELES
LOS ANGELES

LOS ANGELES

LOS ANGELES
LC'_. A',,b"ELESO

PASADENA
FASADENA

PASADENA
PASADD_A

LINCOLN
LD,'O_LN

LINCOLN
LINCDLN

LIVEPM:_E

LIVERMA_

MINNEA;_LIS

_LIS

NCRFOLK

LC_G ISLAND

NEW YCRK

OAK RIDGE

OAK RIDGE

MRINCETC_

MRINCETON

MRINCET(IN

MRINCETC_

PRINCETON

PRINCETON

MRINCETON

MRINCET_N

PRINCEFa_

MRINCEK_

MRDL'TTON

MR_

PRINCETON

PI_

PITTSBtRSH

P_

P_

SAN DIEGO

SAN DIEGO

SAt" DIEGO

SAN DIEGO

SAN DIEGO

SAN DIESO

SAN DIEGO

C% SD SAN DIEGO C%

SD SAN DIEGO C_

C% 5F SAN FRANCISCO CA

,_ HU HOUSTON TX

CK BD BOULDER CO

C% SD SAN DIEGO C%

C_ SF SAN FRANCISCO C_

111 TUCS_ AZ

(_ DC BALTIFERE MD

HU _'t_FTON ISLAND "IX

DC M_KINGTCN IX;

NK IL U_BANA IL

NE KS LAM_CE KS

NE IO IOHA CITY IA

NE BD BCX/LDER CO

(_ SF OAKLAND (3k

MR MEDrET_ NJ
C_ LA LOS ANGELES C%

C% AB _ NM

MN IO IO_ CITY IA

MN MD M_DISC_ WI

VA TL TALL_$EE FL

f_' IT _ N7

TN _ CHZC_O0 IL

TN TL _%UAHKSSEE FL

NJ TU TLESCN AZ

N,T NF N_OLK VA DC

NJ NY NEW YCRK NY

C4 CHI(3SO IL

NJ NY LCNG ISLAND NY

NJ BD BOLDER CO

NJ $C SI%IE COLLEGE PA
NJ PH R4ILADELPHIA PA

NJ BO CA_RIDGE

N3 BO C%_IDGE M_

N,7 NY NEW YCRK NY

NO' NY NE_ YORK NY

BO NEW H_V_4 CT

N3 BO _ MK

PA SC STATE CO_ PA
PA MR MR.DilCET_ N3

PA IL URBN_ IL

PA CL CLEVEIAND CS

PA PH FHILADELFEIA PA

PA DC _SHINGTCI¢ DC

L_ b3_ ANGELES CA

LA RIVERSIDE C%

CK LA tOS ANGELES

CA HU .uDt_TON TX

C% SF _ PARK C'_

C_ LA &%NTA BARBARA _,

56 113 5.33

56 113 6.33

1544 350 540.40

56 1.376 77.06

56 822 46.03

1544 113 174.47

1544 350 540.40

56 444 24.86

56 2.292 128.35

168 1.376 231.17

672 2.292 1.540.22

56 447 25.03

56 199 11.14

56 274 15.34

1544 454 700.98

56 36 2.02

1544 2,507 3.870.81

56 321 17.98

1544 860 1.327.84

1544 243 375.19

1544 232 358.21

1544 635 980.44

1544 188 290.17

1544 195 301.08

1544 441 680.90

1544 385 594.44

1544 2,080 3,211.52
1544 269 415.34

1544 40 61.76

1544 686 1,059.18

1544 40 61.76

1544 1.610 2.485.84

1544 175 270.20

1544 42 64.85

1544 229 353.58

1544 229 353.58

1544 40 61.76
1544 40 61.76

1544 229 353.58

1544 229 353.58

1544 115 177.56

1544 285 440.04

1544 434 670.10

1544 114 176.02

1544 258 398.35

1544 190 293.36

1544 113 174.47

56 113 6.33

1544 113 174.47

1544 113 174.47

1544 1,305 2.014.92

1544 463 714.87

56 113 6.33

1,082.50

1,082.50
6,650.00

4,240.00
2.855.00

3.095.00

6,650.00
1,910.00

6,530.00
10,544.00

35,780.00
1.917.50

1,297.50

1,485.00
8,210.00

890.00

39.005.00

1.602.50

14,300.00

5.045.00

4,880.00
10,925.00

4,220.00

4. 325.00
8,015.00

7.175.00

32,600.00
5,435.00

2,000.00
11.690.00

2.000.00

25,550.00

4,025.00
2,030.00

4.835.00
4,835.00

2,000. O0
2,000.00

4,835.00

4.835.00

3,125.00

5,675.00

7,910.00
3.110. O0

5,270.00
4.250.00

3,095.00
1,082.50

3.095.00

3,095.00

20.975.00

8.345.00
1.082.50

EXHIBIT 1-20. Current (1989) IRN Circuit Costs
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SD SAN DIEGO

SD SAN DIEGO

SD =-AN DIEGO

SD SAN DIEGO

SD SAN DIEGO

SE SEATTLE

SE SEATTLE

$E SEATTL_

SE SFATT_

SE SEATTLE

57 SAN FRANCISCO

SF SAN FRANCISCO

57 SAN FRANCISCO
57 SAN FRANCISCO

57 SAN FRANCISCO

SF SAN FRANCISCO

57 SAN FRANCISCO

SL SALT LAKE CITY

ST. SALT LAKE CITY

SL SALT LAKE CITY

Wl _PS ISLAND

WI _L/EPS IStAND

WI _ ISLAND

C_ SE SEATTLE •

(3% SF OAKLAND (3%

C_ LA LV//NE C_

C_ SL SALT LAKE 6TTY UT

C_ SL SALT tAKE CITY UT

WK SD SAN DIEGO C_

WK SF MENLO PARK

WK FO GOIr4_LLIS OR

PO _ CR

(_ LA PASADI_IA

CA LL _

C_ BD I_D'LDER CO
C_, DC. _qiUMG'ION DC

C_ IA I.O$ ANGELE_ CA
C_, DC _ DC

(_ CH CHICILCO IL
UT SF M_2_LO PA_ (_.

UT BD BOL1LDER CO
UT CH CHI(_O IL

VA EJ H_L"FI_N TX

VA _) _DISCN WI

VK HU M3USTCN TX

56 1,068 59.81 3,470.00

56 463 25.93 1,957.50

56 113 6.33 1,082.50

56 624 34.94 2,360.00

56 624 34.94 2,360.00

1544 1,068 !.648.99 17,420.00

1544 684 1,056.10 11,660.00

56 147 8.23 1.167.50

56 147 8.23 1,167.50

56 147 8.23 1.167.50

448 350 156.80 6,650.00

1544 36 55.58 1,940.00

56 932 52.19 3.130.00

336 2o432 817.15 33,200.00

56 350 19.60 1.675.00

56 2,432 136.19 6,880.00

1544 1,852 2,859.49 29,180.00

1544 598 923.31 10,370.00

1544 351 541.94 6.665.00

1544 1,256 1,939.26 20,240.00

1544 1,265 1,953.16 20.375.00

224 809 181.22 8.876.50

224 1.265 283.36 12.752.50

sum 146824 133,734 85.529.58 1,417.122.00

EXHIBIT 1-20. Current (1989) IRN Circuit Costs
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The concept of a "Megabit Per Second Mile" (MM) was developed to

provide a measure of network efficiency across benchmark years. An MM

refers to the movement of one Megabit Per Second of traffic one mile;

that is, an MM is a Mbps Mile. The number of MMs is indicated for each

city-pair link.

The total Current IRN monthly cost of about 86,000 MMs, was estimated

to be about 1.4 million dollars.

1.3.4.2 1991 IRN Circuit Costs

The cost per month for each city-pair link and for the total 1991 IRN

are shown in Exhibit 1-21. .The city-pairs are listed in the same order as

they were listed in earlier exhibits listing the 1991 IRN links and as

they were listed in Exhibit 1-20 which showed 1989 IRN costs. City-pair

cost changes from 1989 to 1991 occurred only where the increases in the

NSFNET backbone link speeds caused IRN city-pair link speed increases, and

therefore link cost increases.

The total 1991 IRN monthly cost of about 661,000 MMs, was estimated

to be about 2.4 million dollars. That is, compared with 1989, almost

eight times as much traffic is expected to be moved in 1991 at less than

twice the 1989 cost.

1.3.4.3 1996 IRN Costs

The cost per month for each city-pair link and for the total 1996 IRN

are shown in Exhibit 1-22. The city-pairs are listed in the same order as

they were listed in earlier exhibits listing the 1996 IRN links.

The total 1996 IRN monthly cost of about eight and one-half million

MMs was estimated to be about 6 million dollars. That is, compared with

1991, about thirteen times as much traffic is expected to be moved for

only about two and one-half times the 1991 cost.
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!991 F'ROSECI"ED 'COST

!D CITY - A ID ID

J.,[ .... J .. ,,, _- _ d •

C=T_ - E 5"I" <_PACITY (k3 ! .MILES MM COST

AB

AB ALREtm3KA_

AB

_B

AB

AB

AB LOS ALAMOS

AB I._ AL_

AB LDS AIAMOS

AI./ AUSTIN

BD BOLrLDER

BD BOULDER

BD BOULDER

BD BOULDER

BD BCtn.,DER

BD BOULDER

BD BCt%.DER

BI) BCULDER

BD EX,IL_ER

BD BOULDER

BD DI_A/ER

BO BOS_

BO C_I:b'E

(}{ICKOO

(13.I CI-EC_

CI-I CI-EC_

El4 C:.EC_(30

C:-I C_C_

C:-I C:..EC_

C},I C}EGED

C'_'_'_MCI-IICEK)

C}.I CI-IIC_

DC WA_

IX: WAS'_

IX"

DC W_

DC WAS}E.N_

DC WASI'{INGTON

DC

DC MIL,_..II_Jhl

DC W_

I)(2

DC W_

DC W_._ _-'TOIV

DC W_,En"D,'G'I'ON

DC WA_

LL L_rERMOP£ C_ 56

LL L_'V_'_DR_ C_ 1544

KS KANSAS CITY, KS 56

KS KANSAS C'/TY _'._ 56

KS KANSAS CITY KS 56

NM L5 _ Ok 56

NM AU AUSTIN TX 56

NM KS LAMEI_CE KS 56

NM BD BOULDER (3O 56

TX DL RI(3.1ARDSON 'I"X 1544

CO MD M_DISON WI 224

CO DC WASMIRGTCN DC 224

CO SL SALT LAKE CITY UT 56

CO DC WASHINGTON DC 224

CO BO WOODS. _LE MA 224

CO MI MIAMI FL 224

CO TU TUCSON AZ 56

CO DT A_ ARBOR MI 22.4

CO PO OZ_VAL/S OR 1544

CO _ CCRVAI//S OR 224
CO LA LDS ANGEI2_ C% 1544

M_ NY NEW YORK NY 1544

_4% PR PRINCE'rDN NJ 1544

IL SE SEATTLE W_ 44/4

IL DT '._SlNG MI 1544

IL DT LIT<5_FIELD MI 1544

!L SF SAN FRANCISCO (_k 56

IL I,D MADISQN WI 1544

IL BD DEfJER CO 44M

IL TL TA//AMASSEE FL 56

IL IL UP3ANA Ii 1544

IL 5I LINCOLN NE 44M

IL BO CKMSRIDGE MA 1544

DC NY NEW YORK NY 1544

DC AB _ NM 58

DC LL _ C_ 56

DC LL LIVI_W_DRE CK 56

DC LL _ Ca_ 56

DC W/_ HUNTSVILLE AL 56

IX: HU HCtS"TON _ 56

DC WI WALLOPS ISLAND VA 58

DC WI %_n//JDPS ISLAND VA ,'544

DC CL CI2VEIAND CH i12

DC IK_ _ Ie_'_EDY _ 168

DC IA _ ANG_,ES C_ 5(

DC WS WI{rTE SANDS NM 2.24
9<2 WS WEITE SANDS _ 5._

IA BARS=I_W r,_ 224
DC LA KAR.gTC_ _ 56

860 48.16 2.950.00

860 1,327.84 !4.300.00

671 37.58 2,477.50

671 37.58 2,477.50

671 37.58 2.477.50

860 48.16 2,950.00

615 34.44 2.337.50

671 37.58 2,477.50

346 19.38 1,665.00

180 277.92 4,100.00

844 189.06 9,174.00

1,501 336.22 14.758.50

351 19,66 !,677.$0

1,501 336.22 !4.758.50

1,772 396.93 !7,062.00

1.742 390.21 16,807.00

619 34.66 2,347.50

1,162 250.29 !_.877.00

957 1,477.61 15,755.00

957 214.37 10.134.50

822 1.259.17 !3,730.00

188 290.27 4.220.00

229 353.58 4,835.00

1,733 77,527.49 [58,970,00

237 365.93 4,955.00

237 365.93 4.955.00

1,882 I03.7_ 5.430.00

121 186.82 3,215.00

927 41.470.27 86.430.00

806 45.14 2.815.00

125 193.00 3,Z75,00

475 21,249.60 45.750.00

848 1.309.31 14.120.00

205 316.52 4.475.00

1.646 92.18 4,915.00

2,401 134.46 _.802.50

2,401 134.46 _.802.50

2.401 134.46 _.802._0

601 33.66 2,302.50

1.217 68.15 3.842.50

I06 5.94 1,065.00

106 163.66 2,990.00

304 34.05 2,569.00

760 !27.58 _.540._0

2.292 128.35 6.530.00

1,571 E52.13 15.362.00

1,572 88.03 ¢.730.00

2.292 513.41 21.482.00

2.292 _28.35 6.530.00

EXHIBIT 1-21. 1991 IRN Circuit Costs
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DC
DC
DC
DC
DC
DC
DC
DC
DC
IX:
DC
IE
DC
IX;
DC
DC
DC
DC
DC
DC
DL
DT
DT
D_
_R
MR

HU
lid
EJ

HI/

_J
HH
11
IT,
11
IN
IO
IT
IT
IT
IT
IT
KS
KS
KS
CA
CA
CA

DC BO _
DC _ PP_NCETC_ NJ
DC SF SAN FPP_CISCD <_
DC SF SAN FRANCISCO <_

WG_SHI31_'I_N DC SF SAN FRANCISCD C_
DC _ _ IX

_._IING'I_ DC CA PJk._ENA C_
IX; CA PJk_DE]_ C_
IX: CA _ C_

1_II]_b'l'CB/ IX: _ _ AL
DC IGT _ K]E_Z_ El.,
IX: ['_ _LLE AL

DC PH WI_ DE
DC NF NCQPOLK VA
nc IU DDUST_ TX
IX: KN C_:_E KDREDY FT.,
IX: N7 N_ _R3_K NY
DC WI _ 15_ VA

p_(_ TX TL "_EE D_L
A_A_ MI C_ CDU.._ O8
AD_4ARB_ MI PR PRINC_ NJ
h_LLE AL _ C_4PE_
D_LLE D.L HU H_ TX
HL_LLE _ IX: _

D_ AT. MI _ Ft.
E4YAN '_ _ AL_
H_ _X DL DALLAS _X
H_ TX MR D_

K_ 'IX AU _ TX
Ht_ TX _ A_ TX

TX BD _0t_..D_ CO
H_ _ AU _ TX
H_'I'_N IX KN C_ K_ FL
L_ IL C_ C_(_4_O

LR_A_A IL _ MI_ WI
IND_I./S IN C_ coI/Rmm a.I
IO_ CITY IA IT. _ IL

IT_m_ NY NY NEWYORK _r_

I_ D_ PT P_ PA
lOtNSl4S CITY KS LL _ (:X
l_Sr_S CIT7 KS LL _
KANSAS CITY KS AB _ NM
L_ ANGELF.S C14 AB LOS AIR,t_ _t4
IDS ANGELES C4 HN i.lRTSV11LE AL
L_ ANGELES _ SD SAN DIEGO

56
44M
1544
112
224
44M
448
280
224
1544
672
512
56
2048
56
56
56
280
56
56
1544
1544
401
2048
168
672
56
56
1544
56
56
56
1544
56
44M
56
1544
1544
1544
56
1544
1544
1544
1544
1544
44/4
44M
56
1544
1544
1544
56
56

394
165

2.432
2.432
2.432
1.217
2.292
2.292
2.292

601
760
601

1,217
1.217

124
157

1.217
76O
205
106
754
163
459
563
616
601
563
722
147
224
616
500
147
147
899
147
9OO
125
113
211
168
202
195
195
195
291
267

1,446
1,446
671
564

1.798
113

22.06
7,381.44
3,755.01
272.38
544.77

54,443.71
1,026.82
641.76
513.41
927.94
510.72
307.71
68.15

2,492.42
6.94
8.79

68.15
212.80
11.48
5.94

1.164.18
251.67

20,533.82
1,153.02

103.49
403.87
31.53
40.43
226.97
12.54
34.50
28.00

226.97
8.23

40,217.66
8.23

1,389.60
193.00
174.47
11.82

259.39
311.89
301.08
301.08
301.08

13,018.18
11,944.51

80.98
2,232.62
1,036.02
1.025.22

100.69
6.33

1.785.00
17,850.00
37,880.00
12.144.00
22,672.00

112.530.00
35.780.00
26.466.00
21,482.00
10,415.00
12.800.00
10,415.00
3,842.50
29,482.50
I.ii0.00
1,192.50
3,842.50
10,380.00
1,312.50
1,065.00

12.710.00
3,845.00
44,310.00
14,767.50
5,604.00
10,415.00
2,207.50
2,605.00
3,605.00
1,360.00
2,340.00
2,050.00
3,605.00
1.167.50

83,910.00
1,167.50
14.900.00

3.275.00
3,095.00
1,327.50
3.920.00
4,430.00
4,325.00
4,325.00
4,325.00

29.190.00
27.030.00
4,415.00
23,090._0
11,465.00
11,360.0C
5,295.0C
1,082.50

EXHIBIT 1-21. lggl IRN

(Continued)
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LA LOS ANGELES

5% LDS ANGELES

5% U_S ANUELES

5% LDS ANGELES

5% LOS ANGELES

5% U__

5% PASADENA

5% PASADenA

LA PASADE_A

5% PASADENA

LI LINCOLN

tI L/NCOLN

LI LINCOLN

LI LINCOLN

LL

LL

UL

hL LJVERMDRE

M_LIS

MP MINNEAPOLIS

NF ?ERFOLK

NY LONG ISLAND

NY NEW 7C_K

C_ OAK RIDGE

OR OAK RIDGE

PR _/NCEr_

PR F_D_ZTCN

PR R_NCETC_

PR PRINCETQN

PR PRINCEIDN

PR PRINCETC_

PR

PR PRINCETCN

PR PR_

PR PRINCETON

PR PRINCETON

PR PRINCETON

PR _/NCEIDN

PR RtDEETC_

Fr PI_

PT PITTSBURGH

PT P!TTS_G_

Fr PITTSBURG4

PT PITI33I_GH
PT PI_
SD SAN DIEGO

SD SAN DIEGO
SD SAN DIEGO

SD SAN OLEO0

SD SAN DIEQO

SD SAN DIEGO

SD _ DIEGO

SD SAN DIEGO

CA SD SAN DIEGO C_

C_ $F SAN FRANCISCO C_

CA FK; HOUSTON 'IX

CA BD BCtruDER CO

CA SD SAN OLEO0 CA

CA SF SAN FRANCISCO CA

CA TU TUC93_ AZ

CA DC BAL_ MD

CA HU MOtS"!DN ISLAND .'X

CA DC _ DC

NE IL URBANA IL

NE KS U_NCE KS

NE IO IOk_ CITY IA

NE BD BOJLDER CO

C% SF OAKLAND CA

CA PR _ NJ

CK LA LOS ANGELES CA

CA AS _ NM
MN IO IO_ CITY IA

MD MADISON " W_

VA TL TAL5%HASSEE FL

NY BO C_

NY IT _ NY

TN CH CHIC_ IL

TN TL TAI/AHASSEE FL

to TU TJCSCN AZ

to N? NCRFOLK VA DC

to N7 NEW 7C_K NY

to _ CMIC_EO IL

tO N7 LON_ ISLAND N7

tO BD BOLDER CO

tO SC STATE COLLEGE PA

tO _ PKI5%DEI/WUA PA

NJ BO CAI,_RIDGE M%

tO 130 CI,L_mIDGE

tO NY NEW 7CRK ICY

tO NY NEW YC_K N7

tO BO NEW HAV_ CT

NJ BO AMFmRST M%

PA $C STA.TE COLLEGE PA

PA PR PRIN_ NO'

PA IL URBANA IL

PA CL _ C_

PA PH F_IIIAD_ PA

PA DC WASHIN_rCN DC

CA 5% LOS_

CA 5% RIVERSIDE CA

CA 5% LDS ANGELKS CA

CA LA IO_ ANGEI2.S CA

CA I_ bKX/STCN IX

CA SF _RtO P_K CA

CA L_ S;_tT.A _ CA
CA SE SEATTLE

56 113

1544 350

56 1,376

56 822

1544 113

1544 350

56 444

56 2.292

168 1,376

672 2,292

56 447

56 199

56 274

44M 454

56 36

1544 2,507

56 321
1544 860

1544 243

1544 232

1544 635

1544 188

1544 195

1544 441

1544 385

1544 2,080

1544 269

1544 40

1544 586

1544 40

1544 1.610
1544 175

1544 42

1544 229

1544 229

1544 40

1544 40

1544 229

1544 229

1544 115

44M 185

44M 434

1544 114

1544 258

1544 190

1544 113

56 113

1544 !13

1544 113

44M 1.305
44M 463

56 I13

56 1,068

6.33

540.40

77.06

46.03

174.47

540.40

24.86

128.35

231.17

1,540.22

25.03

11.14
15.34

20.310.14

2.02
3.870.81

17.98

1,327.84

375.19

358.21
980.44

290.27

301.08

680.90

594.44

3,211.52

415.34

51.76

1,059.18

61.76
2,485.84

270.20
64.85

353.58

353.58

61.76

61.76

353.58

353.58

177.56

12,749.76

19.415.42

176.02

398.35
293.36
174.47

6.33

174.47

174.47

58,380.48

20,712.77

6.33

59.81

1,082.50

6.650.00

4,240.00

2.855.00

3,095.00

6,650.00

1,910.00

6,530.00

10,544.00

35,780.00

1,917.50

1.297.50

1,485.00

43,860.00

890.00

39,005.00

1.602.50

14,300.00

5,045.00

4,880.00
i0,925.00

4,220.00

4,325.00

8,015.00

7,175.00

32,600.00

5,435.00

2,000.00

11,690.00
2.000.00

25,550.00

4,025.00

2.030.00
4,835.00

4,835.00

2.000.00
2,000.00

4,835.00

4,835.00

3,125.00

28.650.00

42.060.00

3.110.00
5,270.00

4,250.00

3,095.00

1,082.50

3.095.00

3°095.00
120,450.00

44.670.00

1.082.50

3.470.00

EXHIBIT 1-21. lggl IRN Circuit Costs

(Continued)
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SD SAN DIEGO

SD SAN DIEGO

SD SAN DIEGO

SD _ DIEGO

SE SEATTLE

SE SEAITLE

$E SEATTLE

SE $F.A_VD_E

SE SEATT_

$F SAN FRANCISCD

SF SAN FRANCISCO

SF SAN FRANCISCO

SF SAN FRANCISCO

57 SAN FRANCISCO

SF SAN FRANCISCO

57 SAN FRANCISCO

SL SALT LAKE CITY

SL SALT LAKE crI7

31. SALT IAKE CITY

WI _ ISLAND

WI M%LLOPS ISLAND

WI _ ISLAND

C% 57 a_qAND C_

CA LA IRVINE C_

CA SL SALT LAKE CITY tit

CA $L SALT _ CITY UT

M% SD SAN DIEGO (3%

k@_ 57 F_W.O PARK CA

k_ PO _3RTLAND OR

M% _D CCRVALI/S CR

k_ PO EUGENE OR

CA LA PASAD_ C_

CA LL _£ C_
CA KD BOULDER CO

CA DC _ IX:
CA LA tOS_ CA

CA IX: _ DC
CA CH C_ICAGO 17.

UT S? _LO PARK CA
UT BD BOtTuD_ CO

UT CM CHI(_O IL
VA HU H0_'TC_ IX

VA _D F_DISCN WI

VA _3 MOUSTC_ IX

56

56

56

56

44M

44M

56

56

56

448

1544

56

336

56

56

1544

44M

44M

44M

1544

224

224

463 25.93 1,957.50

113 6.33 1,082.50

624 34.94 2.360.00

624 34.94 2,360.00

1,068 47.778.05 99,120.00

684 30.599.42 64,560.00

147 8.23 1,167.50

147 8.23 1,167.50

147 8.23 1.167.50

350 156.80 6,650.00
36 55.58 1.940.00

932 52.19 3,130.00

2,432 817.15 33,200.00

350 19.60 1,675.00

2.432 136.19 6,880.00

1,852 2,859.49 29,180.00

598 26,752.13 56,820.00

351 15,702.34 34,590.00

1,256 56,188.42 116,040.00

1,265 1.953.16 20,375.00
809 181.22 8,876.50

1,265 283.36 12,752.50

SI.m_
133,385 661,302.57 2,446,474.50

EXHIBIT 1-21. 1991 IRN

(Continued)
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1996 PRO_ COST
i

ID CITY - A ST ID CITY - B ST C_PACITY MILES HN COST

AB _ NM HU HDUSTCN I"X 565M 754 4Z6.010.00 343.800.00

AT ATLANTA (1% CD COLLFBLK SC 9QM 193 17.408.60 34.766.00

AT ATLANTA G_ TL TALIAHKSEE FL 90M Z33 21.016.60 41.246.00
AU AUSTIN TX DL DAllAS TX 9CH 180 16.Z36.00 32.660.00

BD BOULDER 03 AB ALBUCtYERQUE _ 90M 346 31,209.20 59,552.00

BD gOLF_DER CO SF CAN FRANCISCO C% !G 93Z 1.053.160.00 508.280.00

BI BILLINGS Mr C7 _ W7 9OM 368 33,193.60 63.116.00

BI BI_ MI FR FAR_D ND 9QM 565 50,963.00 95,030.00

IO _ M_ NY NEW YORK NY IG 297 335,610.00 165,380.00

CB (X)LU,BU_ OH DT DETROIT MI 9CM 153 14.702.60 Z9.906.00

CR CHICI¢30 IL IL URBANA IL IO 125 141.250.00 72.500.00

CM CHI(3_O IL OR OAK. RIDGE TN 5_ 441 Z49.165.00 202,950.00

(}I Q_(3%GO IL LI LINO3L_ ME IG 475 536.750.00 261.500.C0

C_ (_IC;_33 IL DT DETROIT MI 90M Z37 21.377.40 41,894,00

CM C:-_C_30 _L ST ST LOUIS PID 9(IH 260 23.452.00 45.620.00

CL _ OH CB CO_ OR 9_M 116 11,365.20 23,912.00

CO COU2,_IA SC RL RALEIG_ NC 90M 183 i6,506.60 33,146.00
CY _ WY BD BOULDER CO 9CM 80 7.Z16.00 16.460.C0

DC M_SHINGTCN DC PT PITTSBURGH PA IG 190 214.700.00 107.600.00

DC _ DC ,_F NORFOLK VA 565M 157 88,705.00 75,150.00

DC _ DC WI MALLOPS ISLAND VA 90M 106 9,561.10 Z0.672.00

FR FARGO ND t_O _APOLIS MN 9OH 214 19.302.80 38.168.00

HE HEL,E_ MI BI BI_ MT 9C_4 178 16,055.60 32,336.00

P_/ Ht_TSV_LLE AL OR OAK RIDGE TN 9_M 162 14,612.40 29.744.00

}U HOt_TCN TX OR C_%KRIDGE TN 565M 777 439.005.00 354,150.00

HU M_USTCN TX NO NEW CRLEANS iA 9GM 320 28,864.00 55.340.00

IN INDZANAi_L/S IN C_ CHI(_I_O IL 9QM 164 14.792.80 30.068.00

IT ID_%_ NY N7 NEW TCRK NY IG 195 220.350.00 110.300.00

_/ _ SPC CTR FL MI MIAM_ FL 9QM 176 15,875.20 32,012.00
L% LE6M4GELES _ SD SAN DIEGO (_ 1G I13 127,690.00 66,020.00

iI _LN HE RU H_trSTC_ TX IG 759 857.670.00 414.860.00

LI LINCOLN NE BD BC_.DER CO IG 454 513,020.00 150,160.00

LI LINCOLN NE IO IO/_CITY IA 9OM Z74 24.714.80 47.888.00

_D _%DISCN WI O_ CMI<3GO IL 565M 121 68.365.00 58,950.00

_LIS MN _ MADISCN WI 565M 232 131,080.00 108.900.00

NO NEW CRLEANS IA TL TAI/AH_SEE FL 9QM 348 31,389.60 59,876.00

NY NEW YORK NY DC _ DC IG 236 266,680.00 132.440.00

N7 NK'WYCRK NY PT PITTS_tRGH PA IG 207 233,910.00 116.780.00

OR OAK RIDGE TN TL TALLAHASEE FL 565M 385 217,525.00 177,750.00
FO P_RTLAND OR SE SEATTLE M% 9_M 147 13,259.40 27,314.00

P_ PA _ CLEVELAND OH 9QM 114 10,282.80 21,968.00

PT PI_ PA C_ CHICI_ IL IG 409 462.170.00 225.860,00
RL RAL£1_ NC NF NQR_OLK VA 9QM 149 13,439.80 27,638.00

$C _ COLIZS"E PA PT PITTS_ PA 9_IM 115 10.373.00 22,130.00

SD SAN DIEgO CK AB _ NM 565M 623 351,995.00 Z84,850.00

SEATTLE _,_ HE HELE_ M:r 9_ 489 44,107.80 82,718.00
SE SEATTLE _ SF SAN FRANCISCO C_ 565M 684 386.460.00 312,300.00

SF SAN FRANCISCO <_ LL _ C_ IG 36 40,680.00 24,440.00

SF SAN FRANCISCO C_. LA LC_ _ C_ 1G 350 395.500.00 194.000.00
SL SALT LAKE UT BD B3b'LgER CO 90M 351 31,660.20 60,362.00

ST ST _qS NO .KS KAN_%S CITY M_ 9QM 269 24.263.80 47.078.00

i"L TAI/AHASEE FL _ K_EDY SPC CTR FL 56_ Z64 149.160.00 123,300.00

TU T¢CSC_ AZ WS W:[ITE SANDS NM 90M 440 39.688.00 74,780.00

$'_ 16, I66 8.533.500.00 5,919,6Z0,00
rl .l i I ...... l _ 1 l -- l l _

EXHIBIT 1-22. 1996 IRN Circuit Costs
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1.3.4.4 2000 IRN Circuit Costs

The circuit costs per month for each city-pair link and for the total

2000 IRN are shown in Exhibit 1-23. The city-pairs are listed in the same

order as they were listed in earlier exhibits listing the 2000 IRN links

and as they were listed in Exhibit 1-22 which showed 1996 costs.

The total 2000 IRN monthly cost of about 35 million MMs was estimated

to be about 16 million dollars. That is, compared with 1996, about four

times as much traffic is expected to be moved in 2000 for about two and

one-half times the 1996 cost.

1.3.4.5 2010 IRN Costs

The circuit costs per month for each city-pair link and for the total

2010 IRN are shown in Exhibit 1-24. The city-pairs are listed in the same

order as they were listed in earlier exhibits listing the 2010 IRN links

and as they were listed in Exhibit 1-23 which showed 2000 costs.

The total 2010 IRN monthly cost of about 162 million MMs was

estimated to be about 29 million dollars. That is, compared with 2000,

about four and one-half times as much traffic is expected to be moved for

less than two times the 2000 cost.

1.3.4.6 Summary Of Circuit Costs

The monthly circuit costs and the cost per MM for each benchmark year

that were discussed above are summarized in Exhibit 1-25.

In addition to providing a summary of the circuit costs discussed

above, Exhibit 1-25 also presents a summary of the circuit costs for the

benchmark years 1996, 2000 and 2010, assuming that the IRN does not become

integrated. These costs were developed so that the cost implications of

not integrating the IRN could be determined. The detailed cost tables for

the non-integrated IRN for 1996, 2000 and 2010 are presented in Appendix

B. The methodology for developing these cost tables is presented in

Section 13.
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2000 P._nOJE_._'ESD0_._
....... j

ID CITY- A ST

r III I

ID CITY- B ST CAPACITY MILES MM COST

AS _
AT ATIANTA G%
AT ATIANIA GA
AU AUSTIN TX
BD BCt%DER CO
BD BCIILDER CO
BI BILLI]_S MI
BZ BILLINGS MI
_O BOSTON M_
CB COI/3MBUS OH
OH CHIC%SO I'-
OH CEIC_GO IL
OH C_II0%GO IL
C_ CHIC_O IL
OH CHIC3GO IL
CL CI2VEIAND OH
CO CO_IA SC
CY CMEYm_ W7
DC M_SHINGT¢_ DC
DC Mm,SHINUnX_ DC
DC _ DC
FR FARGO ND
HE _ Mr
bin HUNTSVILLE At
h'U MX/ST_ IX
E3 _ IX
IN INDUS IN
IT I_'n_ NY
KN K_TED7 SPC CTR FL
ZA LOS_ 0%
LI L/NCOLN NE
LI L/NCOL_ NE
tI LINCOL_ NE
MD M_DISON WI
MP _LIS MN
NO NEWORLEANS ;.A
NY NKWYORK NY
NY NK'WY_K NY
OH OAK RIDGE TN
PC) Pa_'u%SD OR
PT P_ PA
PT PI_ PA
RL RALKI(X4 NC
SC _ CO_ PA
SD SAN DIEGO C_
SE SEATTLE
SE SEAITLE
57 SAN FRANCISCO C_
SF SAN F_%NCISCO CK
SL SALT LAKE UT
ST ST LOUIS NO
TL _EE FL

TUCSON AZ

HU _ TX
CO COI//_IA SC
TL _EE FL
DL DALLAS TX
AS _ NM
SF SAN FRANCISCO C_
CY C:4EYDRE WY
FR FARGO ND
NY NEW 7CRK NY
DT DETROIT MI
IL URBANA IL
OR OAK RIDGE TN
LI _I/_ NE
DT DETROIT MI
ST ST IZX;IS MD
CB CO_$ C14
RL RALEIGH NC
BD BO[K.D_ CO
PT P_ PA
NF NCRPOSK VA
wl M_LSOPS ISLAND VA
MP MINNEAPOLIS MN
BI BI_ _r
oR _ RIDG_
QR _ RIDGE
NO NEW CSLEANS LA

CKI_D IL
NY N_ YC_K NY
MI MIAMI FL
SD SAW DIEGO 0%

BD BOL_DER CO
IO ICWA CITY IA
<14 CKIOK_O IL
._D MADISON WI
TL _M/AHAS_ FL
DC M_SMING'/_N DC

Pl'l_ PA

SE SEA/IIZ
Ct CtEVEIAND CR
OH CHIC_O IL
NF NORFOLK VA
PT PITISBI_GH PK
AB _ NM
HE _ Mr
SF SAN FRANCISCO 0%
LL _ CK
LA LOS ANGt72S Ok
BD B(X]LDER CO
KS KANSAS CITY A[)
)_ K_ED7 S_C CTR FL
WS WRITE SANDS _I

IS
565M
565M
565M
565M
5G
565M
565M
5G
565M
5G
IG
5G
565M
565M
565M
565M
$65M
5G
IG
565M
565M
565M
565M
IG
565M
565M
5G
565M
5(3
5S
5G
565M
IG
iS
565M
5G
5G
IG
565M
565M
5G
56_M
565M
IG
56_M
IG
5(3
5G
56_4
565M
:G
565M

754
193
233
180
346
932
368
565
297
163
125
441
475
237
260
126
183
80
190
157
106
214
178
162
777
320
154
195
176
113
759
454
274
121
232
348
236
207
385
147
114
409
149
115
623
489
684
36
350
351
269
264
440

852.020.00
109.045.00
131.645.00
I01,700.00
195.490.00

5,055.168.00
207.920.00
319,225.00

1.610.928.00
g2.0950_

678.000.00
498.330.00

2,576.400.00
133,905.00
145,900.00
71,190.00
103.395.00
45,200.00

1.030,560.00
177.410.00
59,890.00
120,910.00
100,570.00
91,530.00

878.010.00
180,800.00
92,660.00

1,057,680.00
99,440.00
512.912.00

4,115,815.00
2.462,496.00

154,810.00
136,730.00
262,160.00
195,620.00

1,280.054.00
1,122.758.00
435.050.00
83.055.00
64.410.00

2.218,416.00
84,185.00
64,975.00
703.990.00
275,285.00
772.920.00
195.264.00

1.898,400.00
198.315.00
151.985.00
298.320.00
248.600.00

412.160.00
91.350.00
I09,350.00
85.500.00
160.200.00

2.021,120.00
170,100.00
258,750.00
649,520.00

77.850.00
278.000.00
243.140.00

1,034,000.00
111,150.00
121,500.00
61,200.00
86.850.00
40.500.00

418.400.00
89.780.00
52.200.00
100.800.00
84.600.00
77,400.00
424,580.00
148,500.00
78.300.00
429,200.00
83.700.00
252,080.00

1,547.440.00
988.640.00
127.800.00

70,340.00
130.280.00
!51.100.00
517.760.00
455.120.00
21Z.900.00
70,650.00
55.800.00
891,440.00
71.550.00
55,250.00
341,420.00
224°550.00
374.360.00
85.760.00

764.000.00
162,450.00
125.550.00
!47.560.00
20Z.500.0_

s'u.n11 15.166
I'

34.857.562.00
I

15,137.000.00

EXHIBIT 1-23. 2000 IRN Circuit Costs
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DC PT PI_ PA
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DC WI MM/DPS ISLAND VA

ND _P MDREAPOLIS

MT BI BILLINGS M_

AL OR _ RIDGE IN

TX OR OAK RIDGE IN

TX NO NEW ORIXANS IA

IN C_ C-IICAGO IL

N7 NY NEW 7CRK NY

FL MI MIAMI rL

C_ SD SAN DIEGO _%

NE _ HOD'_ D(

NE BD gOULD_ CO

NE IO I(3_ CITY IA

WI OR C_IG_O ZL

MN MD b_DISCN WI

LA 11 IAI/AH_EE FL

N7 DC M_S41NGg_ DC

l_t P_ PI_ PA

OR SE SEATTLE

PA CL _ C_

PA O{ O{I(_D IL

NC NF N_%_OLK VA

PA PT PITI%'mmS_ PA

HE HEU_K Mr

w_ sF SAN F_NCI SCO

CK LL _

UT BD BOL_D_ CO

MO KS KANSAS CITY ND

FL KN k'_g_EDY SPC CTR FL

AZ WS WHITE SANDS NM

5G

IG

IS

IS

!G

25G

IG

IG

25G

1G

25G

5G

25G

IG

IG

IG

IG

IG

25G

5G

1G

IG

IG

IS

5G

1G

1G

25G

IG

25G

25G

25G

1S

5G

5G

1S

25G

25G

5G

1G

IG

25G

IG

IG

5G

1G

5(3

Z5G

ZSG

:G

IG

5G

IG

754

193
233

180
346

932
368

565
297

163
I25

441

475
237

260
126

183
80

190
157

106
214

178
162
777

320

164
195

176

113
759

454
274

i21
232

348

236
207

385
147
II,!

409
149

115
623
489

684
36

350

351
269

264
440

4,089,696.00

218.090,00
263,290,00

203,400.00
390,980.00

25.275,840.00

415,840.00
638.450.00

8.054.640.00

184.190.00
3.390.000.00

2.391.984.00

12.882.000.00
267.810.00

293,800.00

142,380.00

206,790.00

90,400.00

5,152.800.00

851.568.00

i19 780.00
241,820.00

201 140.00
183,060.00

4.214,448.00

361 600.00

185 320.00

5,288.400.00

198.880.00

3,064.560.00

20,584,080.00

12.312.480.00
309.620.00

656.304.00
1.258.368.00

393.240.00

6,400.320.00
5,613,840.00

2.088,240.00

166.110.00
128.820.00

11,092,080.00
Z68.370.00

129.950.00
3,379.152.00

552.570.00
3,710,016.00

976,320.00

9,492,000.00

_96,630.00

303,970.00

1,431,936.00

497,200.00

1,636.640.80

109,220.00

130,820.00

102,200.00

191.840.00

3.029,680.00

203,720.00

310.100.00

972.280.00

93.020.00

415.000.00

960,56000

1.549,000.00

132,980._0

145,400.00

73,040.00

103,820.00

48,200.00

625,600.00

347,120.00

61,240.00

120.560.00

I01,120.00

92,480.00

1,686.320.00

!77,800.00

93.560.00

641.800.00

100,040.00

376,120.00

2,469.160.00

1,480.960.00
I52.960.00

269,360.00

509,120.00

192,920.00

774.640.00

680,680.00

839,600.0C

84.380.00

66,560.00

1,335.160.00

85,460.00

67.100.00

1.353.680.00
269.060.00

1,485,440.00
126,640.00

1,144.000.00

194,540.00

150,160.00

578,240.00

242.600.00

l_,ml 16.166 161.504.572.00 29,184.B00.00

EXHIBIT 1-24. 2010 IRN Circuit Costs
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YEAR

Non-Integrated

1989

1991

Integrated (I)
vs

Non-I ntegrated (NI)

1996 -I

- NI

2000 - I

- NI

2010 - I

- NI

COST/MONTH

$ 1,417,122.00

$ 2,446,474.00

$ 5,919,620.00

$ 10,604,035.00

$ 16,137,000.00

$ 20,207,500.00

$ 29,184,800.00

$ 88,522,460.00

MMs

85,529

661,302

8,533,500

9,094,900

34,857,562

37,104,024

161,504,572

164,184,932

COST/MONTH/MM

$16.57

$ 3.70

$ 0.69

$1.17

$ 0.46

$0.81

$0.18

$ 0.54

EXHIBIT 1-25. Summary Of IRN Circuit Cost Projections

Page 1-52



Assuming a non-integrated IRN is 1989 and 1991 and an integrated IRN

in 1996 and beyond (i.e, the expected scenario), the IRN monthly circuit

cost increases from 1989 to 2010 by about a factor of 20, while the

capacity increases by about a factor of 1800. That is, the cost per month

per MM in 2010 is only about 1/90 of the cost in 1989. This drop in cost

is diagrammed in Exhibit 1-26. The cost per MM drops from about $16.50/MM

in 1989 to about $ .18/MM in 2010.

The implications of not integrating the IRN in 1996 and beyond are

diagrammed in Exhibits 1-27 and 1-28. Exhibit 1-27 shows that the

non-integrated IRN cost per month per MM is about double the integrated IRN

cost in 1996. It is tripple the cost in 2010. These cost implications of

not integrating the IRN are dramatized even more in Exhibit 1-28. The

integrated IRN monthly circuit costs are about five million dollars less

than the non-integrated cost in 1996. This difference increases to about

sixty million dollars in 2010.

1.4 RECOMMENDATIONS

A consensus of academic, industry, and institutional experts engaged

in developing and operating computer research networks is that

significantly higher communications capacities will be needed in the years

to come to link researchers to enable them to collaborate in cooperative

research endeavors regardless of their physical locations. The

researchers' needs for communications will encompass accessing large data

bases, linking supercomputcrs in a massively paralleled configuration, and

presenting simulation results with ever-increasing resolution and clarity

to permit researcher to overcome resource limitations. From that

perspective, communications could be viewed as enhancing the effectiveness

of research facilities in the same manner as command, control and

communications are viewed as force multipliers by the defense community.

NASA needs to address several technology and policy issues in order to

translate today's vision into what some experts have called the

"Collaboratory" of the future. Some specific recommendations are as
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(Not integrated in 1989 & 1991; Integrated in 1996 and Beyond)
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EXHIBIT 1-27. Comparison Of Monthly Cost/MM

Integrated Vs Non-Integrated IRN
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follows:

1. Broaden the scope of the current study to include the

communications requirements of ever-increasing international

cooperation among researchers.

2. Participate in standards setting committees to actively set the

standards for door-to-door delivery of data at rates approaching

gigabits and terabits per second.

3. Examine the current and future capacity plans of the commercial

communications industry vis-a-vis researchers' needs, and identify

communications assets such as satellites or terrestrial systems

that are needed to meet researchers' unique requirements.

4. Identify technologies in the areas of computer networking,

communications systems, and communications networks management that

need to be developed to meet researchers' requirements in the year

1996 and beyond.

5. Identify policy issues that must be resolved to provide

communications facilities to researchers in a most cost effective

manner. The current approach of implementing several

interconnected networks does not take advantage of economies of

scale and does not place responsibility on a single organization to

integrate requirements into a national level initiative.

1.5 OUTLINE OF REPORT

This Final Report includes the following additional sections:

Section 2: Study Approach.

Section 3: Overview - Computer Research Networks.

Section 4: Overview - A National Research Network.

Section 5: Selected Computer Research Networks.

Section 6: DoD's Research Networks.

Section 7: NSF's NSFNET.

Section 8: NASA's Research Networks.

Section 9: DOE's Research Networks.

Section 10: BITNET and CSNET.
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Section 1 l: Current IRN

Section 12: Future IRN

Section 13: Estimate Of IRN Costs

Section 14: Summary Of Findings

Appendix A: Abbreviations.

Appendix B: Cost Tables - Non-Integrated IRN
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SECTION 2

STUDY APPROACH

2.1 OVERVIEW

In this section the general study approach for Task Order 2 and the

specific study approaches for Task Order 2 Subtasks are presented. The

approach for Task Order 2 was modified several times in response to the

findings of the study. Similarly, the original specific approaches for

the Subtasks were modified as suggested by the study results. For

example, for some subtasks major activities were added and the iteration

of the subtask activities was increased.

2.2 TASK ORDER 2 STUDY APPROACH

To accomplish the purpose of Task Order 2, which is to assist NASA in

determining the U.S.'s current and future nceds for research and

development telecommunications networks, the study approach depicted in

Exhibit 2-I was used. Exhibit 2-I is organized by subtasks; Subtasks 2.1

and 2.2 were conducted simultaneously, with the results being used to

conduct Subtask 2.3; Subtask 2.3 fed into Subtask 2.4; and Subtasks 2.3

and 2.4 fed into Subtask 2.5. Subtask 2.6, because it is only the

reporting task, is not depicted in this diagram, nor is it discussed in

Section 2.3. The milestone schedule for all six subtasks is presented in

Exhibit 2-2.

Subtasks 2.1 and 2.2 dealt with identifying, defining and describing

computer research networks. The findings from conducting these two

subtasks were then used to conduct Subtask 2.3. That is, the descriptions

of the current individual research networks, developed in the Subtasks 2.1

and 2.2, were used in Subtask 2.3, to overlay the selected major current

computer research networks and to develop the topology of an integrated

research network (IRN) representing these selected major current computer

research networks. Additional information was collected as needed. After
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the Current IRN topology was determined, the Current IRN was sized.

In Subtask 2.4, trends and events (e.g., technological, economic, and

social-political) were identified. Special attention was given to the

national research network (NRN) planning efforts. This information was

used to develop the Future IRN topology and to size the Future IRN.

In Subtask 2.5 the results, from sizing the Current and Future IRN in

Subtasks 2.3 and 2.4, were used to specify cost elements and to develop

the cost model for estimating current and future costs of the IRN.

2.3 STUDY APPROACHES FOR SUBTASKS

2.3.1 Subtask 2.1 And 2.2

The purposes of Subtasks 2.1 and 2.2 were very similar, and the

activities performed to complete these two subtasks were identical. The

only difference between Subtask 2.1 and Subtask 2.2 was that Subtask 2.1

focused on computer research networks unique to a specific federal agency,

while Subtask 2.2 focused on those networks that are shared across more

than one federal agency. Consequently, these two subtasks were conducted

simultaneously. The combined subtask statement, purpose, and activities

are outlined below.

2.3.1.1 Subtask 2.1 And 2.2 Statement

Identify, Define And Describe Federal Agency Computer Research

Networks

2.3.1.2 Subtask 2.1 And 2.2 Purpose

The purpose of Subtasks 2.1 and 2.2 was to identify, define and

describe all major existing federal agency computer research networks.
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2.3.1.3 Subtasks2.1 And 2.2 Activities

The major activities for Subtasks2.1 and 2.2 included:

1. Developing research methodology.

2. Reviewing computer network literature.

3. Identifying agency computer research networks.

4. Specifying responsible agencies and identifying key contacts.

5. Specifying network description parameters.

6. Collecting network information.

7. Describing NRN evolution.

8. Developing Model for describing networks.

9. Analyzing network information.

10. Summarizing federal agency network use.

11. Selecting networks for comprehensive examination.

12. Describing individual research networks.

13. Summarizing procedures and findings.

2.3.1.4 Subtasks 2.1 And 2.2 Study Approach Discussion

Subtasks 2.1 and 2.2 began with a review of network literature.

Findings from this review helped to identify networks, develop network

contacts and specify network parameters. The development of network

contacts, in turn, led to the identification of additional networks, to

the specification of additional network parameters and, ultimately, to the

collection of additional network information.

Based on information collected, especially from leaders in the field,

a model for describing computer research networks (see Section 3) and a

summary of the evolution of a national resarch network (see Section 4)

were developed. Once this model and summary had been prepared and all

major federal agencies had been contacted, a summary of federal agency use

of computer research networks was prepared (see Section 5). Then, based

on this summary of network use, computer research networks were selected

for comprehensive examination. This examination involved the analysis of

information on the selected networks, additional interviews with the

managers of these networks, and the preparation of comprehensive

descriptions of these networks. The development of these descriptions was
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based on the model developed for describing these networks.

descriptions of the selected networks are presented in Sections 6-I0.

The

Especially helpful were the in-person and telephone interviews with

members of the Federal Coordinating Council for Science, Engineering and

Technology (FCCSET), members of the Federal Research Internet Coordinating

Committee (FRICC), the directors and managers of major identified research

networks, and other industry, academic and government leaders. The

information obtained during these interviews proved to be very useful in

describing the evolution of the National Research Network, critiquing

documents on various networks, and selecting and describing the major

research networks.

2.3.2 Subtask 2.3

2.3.2.1 Subtask 2.3 Statement

Size The Current Nationwide Integrated Research Network (IRN).

2.3.2.2 Subtask 2.3 Purpose

The purpose of Subtask 2.3 was to use the information, that was

collected in Subtasks 2.1 and 2.2 on the selected computer resarch

networks, to size the current nationwide integrated computer research

network.

2.3.2.3 Subtask 2.3 Activities

The major activities for Subtask 2.3 included:

1. Plan sizing strategy.

2. Collect current topology data.

3. Develop network database.

4. Identify major access points.

5. Determine major access point connectivity.

7. Determine link capacity between major access points.

8. Iterate activities 3 - 5.

9. Define current IRN.
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2.3.2.4 Subtask 2.3 Study Approach Discussion

The topology, information initially collected on each of the selected

computer research networks in Subtasks 2.1 and 2.2 was six months to a

year old when Subtask 2.3 was initiated. Therefore, new and current

topology data were collected on each selected network. This information

included: current topology maps showing the major nodes and their

connectivity; area codes and exchanges; and current speeds of all lines

connecting all major nodes and the distances between all pairs of major

nodes. The area codes and exchanges were used during the costing subtask

to obtain typical link costs for 56 Kbps and T1 services. The new

topology information is presented in the descriptions of each network (see

Sections 6-10) and in the section on sizing the current IRN (see Section

ll).

After this information was collected and organized, a network

database was developed, so that the network information could be analyzed

when sizing the current IRN. This network database ultimately included

the following types of network parameters: network name, network acronym,

and subnetwork name; city A name, state, area code and exchange, and major

access point identification; city B name, area code and exchange, and

major access point identification; and link capacity between city A and

city B. It should be pointed out that some of these paramters (e.g.,

major access point identification) were the products of subsequent

activities described below.

This network database then was used to identify major access points.

Common hubs and common routes were identified by noting where the various

networks overlapped. This overlaying process was iterated several times

to identify the major access points. Some of the original network nodes

became major access points, some were grouped with other nodes to become a

single major access point, and others did not warrant inclusion as a major

access point. Once these major access points were selected, their

connectivity was determined by reorganizing the original network database

in terms of these major access points, resulting in a current network

database. The database then was used to note how many links originated

from each major access point, what their terminations were and what their
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speeds were. This information then was used to specifiy the IRN backbone

and the capacity requirements of the various segments of the backbone.

The Current IRN was then defined in terms of this IRN backbone and link

capacity. It should be pointed out that these major activities wcrc

iterated several times, so that the most useful definition of the Current

IRN could be presented. This definition and the other results of Subtask

2.3 are presented in Section II.

2.3.3 Subtask 2.4

2.3.3.1 Subtask 2.4 Statement

Size The Future Nationwide Integrated Research Network (IRN).

2.3.3.2 Subtask 2.4 Purpose

The purpose of Subtask 2.4 was to use the definition of the Current

IRN developed in Subtask 2.3 and information on events and trends to

develop projectionsof the sizeof the IRN at future points in time.

2.3.3.3 Subtask 2.4 Activities

The major activities for Subtask 2.4 included:

1. Review the literature on projections related to an IRN.

2. Identify relevent events and trends.

3. Develop a survey to obtain expert information on events and

trends.

4. Collect survey data from experts.

5. Analyze results of literature review and survey.

6. Specify benchmark years.

7. Identify new major access points.

8. Develop a future IRN database.

8. Specify major access point connectivity.

9. Project backbone link speeds.

I0. Define IRNs for benchmark years.

Page 2-8



2.3.3.4 Subtask 2.4 Study Approach Discussion

Previously collected literature (e.g., national reports, journal

articles, and conference summaries) were reviewed to identify strategies

for projecting, and actual projections of, the future requirements for an

IRN. The results of this review suggested that a combination of

qualitative and quantitative factors should be considered when projecting

the future requirements for an IRN.

These qualitative and quantitative factors involve:

1. Network Needs And Usat¢ i.e., the future needs of scientists, usage

growth trends, and the addition of new group s of users.

2. Network Develooment - i.e., the development of new networks and the

reconfiguration of existing "networks.

3. Federal Government Activity - e.g., legislation and funding support.

4. Private Telecommunications Comoal_y Activity e.g., financial support

and research and development participation.

5. NRN Plans - e.g., FRICC, FCCSET and EDUCOM projections,

6. Technolotical Chan_es e.g., advances related to developing a very

high speed, i.e., a Gigabit per second (Gbps) network.

7. Economic Pressures e.g., international competition motivating both

federal and private support for an IRN.

These factors were used to develop a guide for surveying leaders in

the field of computer research networks. Some fifteen experts wcrc asked

to give their opinions, and the basis for them, of when and how a national

computer research network might develop in the future. Then, the survey

information and the initial literature review findings were analyzed, and

the results of the anlysis were used to identify appropriate benchmark

years, identify additional major access points, and project link speeds

for the future IRNs.

Basesd on the analysis noted above the following guidelines were

specified for projecting the future IRN:

1. Benchmark years would be: 1989 (Current), 1991, 1996, 2000, and 2010.

2. Major access points would be the same for 1989 and 1991; new major

access points would be added in 1996 and major access points in 2000
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and 2010 would be the same as for 1996.

3. For the sake of clarity, only the IRN backbone would be depicted for

each benchmark year; while many minor access points will be added

yearly, these would not be presented in the projections.

4. Connectivity would be the same for 1989 and 1991; it also would be the

same for 1996, 2000 and 2010 with new major access points added for

1996.

5. The IRN link speeds would include DSI (T1), DS3 (T3), DS4 (T4), and

Gbps speeds, and several speeds would be used for each benchmark year.

Given these guidelines, the current network database developed in

Subtask 2.3 was used to develop a new future network database, reflecting

the changes in major access points, connectivity and link speeds, for each

of the four future benchmark years. These databases then were used to

develop the definitions of the IRN for four benchmark years. These

definitions and the other results of Subtask 2.4 are presented in Section

12.

2.3.4 Subtask 2.5

2.3.4.1 Subtask 2.5 Statement

Estimate Current And Future Costs Of The Nationwide Integrated

Research Network (IRN).

2.3.4.2 Subtask 2.5 Purpose

The purpose of Subtask 2.5 was to use the definitions of the Current

and Future IRN developed in Subtasks 2.3 and 2.4 to estimate the costs of

the IRN for each of the selected benchmark years.

2.3.4.3 Subtask 2.5 Activities

The major activities for Subtask 2.5 included:

1. Convert area code and exchange information to V & H coordinates.

2. Develop average cost per mile for various TI links.

3. Develop cost model for Current IRN costing.
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4. Estimate costs of Current IRN.

5. Develop 1991 IRN Database.

6. Estimate 1991 IRN costs.

7. Develop cost model for 1996, 2000 and 2010 IRN.

8. Estimate cost of IRN for 1996, 2000, and 2010.

2.3.4.4 Subtask 2.5 Study Approach Discussion

First, the approach used to estimate costs for the various benchmark

years was developed. The approach used to estimate Current IRN costs and

the 1991 IRN costs was different from that used to estimate IRN costs for

1996, 2000 and 2010. The major reason for using different approaches is

that it was assumed that in 1.989 and 1991, the IRN would not be integrated

from a cost point of view, but would be in 1996 and beyond. In 1989 and

1991 the trunking requirements for each of the selected networks were

costed individually. For each of the benchmark years, 1996, 2000 and

2010, the trunking requirements of the total IRN were costed.

The first step in estimating current IRN costs was to determine the V

(vertical) and H (horizontal) coordinates of each major access point. The

V and H coordinates then were used to determine the mileage between any

two of the major access points.

Then, a sample of the major access point area codes and exchanges

were used to obtain real tariff data from the Network Analysis Center in

Great Neck, New York for 56 Kbps and TI services. This sample of real

tariff data was used to develop the average cost per mile for various link

distances. It should be noted that these costs pertain to circuit costs

(interexchange carrier and local exchange carrier costs), but do not

include costs associated with the end user interface equipment.

Given the mileage between any two nodes on the Current IRN and the

average cost per mile for various 56 Kbps and T1 links, a Current IRN cost

database was developed. This cost database reflected the Current IRN

definition and included the Current IRN cost model based on current tariff

costs and the Current IRN link distances. The database then was used to
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calculate the costs of each link on the Current IRN and the total cost for

the entire Current IRN.

To estimate the cost of the 1991 IRN, the Current IRN cost database

and cost model were modified to reflect the 1991 IRN definition and the

costs of T3 links. To estimate the costs of T3 links, it was assumed that

carriers would cost future circuit offerings as they had in the past.

That is, the increase in cost, for example, from a DS0 to a DSI link, was

used to estimate the increase in cost from DS1 to a DS3 link. The

increase in cost from a DS0 to a DS1 which offers 24 times the capacity of

a DS0 has been about a factor of six. Therefore, the ratio of capacity

increase to cost increase is about four (i.e., 24/6 = 4). That is: New

Cost = (Capacity Increase/4).X Lower Speed Cost. Therefore, the increase

in cost from a TI to a T3 which offers 28 times the capacity of a TI would

be about a factor of seven. Or, T3 Cost = (28/4) X TI Cost. As

calculated for the Current 1989 IRN, the estimated cost of each network in

the 1991 IRN and the total cost for the entire 1991 IRN were calculated.

To estimate the future IRN costs for 1996, 2000 and 2010, new cost

models and new cost databases were developed. For the new cost models,

costs of higher speed links were estimated in the same manner as noted

above for estimating the cost of T3 links. Given these estimates of

higher speed links, an IRN cost model was developed for each of the

benchmark years of 1996, 2000 and 2010. An IRN cost database then was

developed for each of these benchmark years using the definitions of the

IRNs developed for each of these years and the estimated future costs of

the various link speeds and distances. Then, these cost databases were

used to estimate the future IRN costs for 1996, 2000, and 2010.

The results of Subtask 2.5 are presented in Section 13. It should be

pointed out that the cost estimates presented in Subtask 2.5 were based on

estimates of available capacity, rather than on estimates of traffic loads

or of peak hour traffic. Estimates of traffic loads or of peak hour

traffic were not available for the networks included in this study.
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SECTION 3

COMPUTER RESEARCH NETWORKS

AN OVERVIEW

3.1 OVERVIEW

Computer research networks are introduced in this section. A

computer research network is defined, and then the following computer

network topics are discussed: history; types; extent and size; computers,

nodes and topologies; media; speed, throughput, and bandwidth; layers and

protocols; services; uses; administration; and the future. In subsequent

sections of this report, these same topics are used to present the

descriptions of the actual networks included in this study. Thus, this

section serves two purposes. It provides an introduction to computer

research networks, and it introduces the topics and terms used in

subsequent sections where the selected research networks are described.

The computer research network (CRN) model used for developing these

descriptions appears in Exhibit 3-1.

3.2 DEFINITION OF A COMPUTER RESEARCH NETWORK

A computer network exists when independent computers are connected

in some way that allows them to exchange information. For the purposes of

this study, when such a network is used by scientists for scientific

research purposes, it is designated as a computer research network. In a

computer network, the computers can range in size from small

microcomputers to supercomputers. These computers can be connected by a

variety of media, such as optical fiber, microwave, copper, and/or

satellites. The common conventions or rules that define how these

computers communicate with each other are the communication protocols.

Therefore, in this study, what is meant by a computer research network is

a network connecting a set of computers used by scientific researchers to

exchange scientific data over a variety of communications media using

common conventions or protocols.
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EXHIBIT 3-1. CRN MODEL FOR DESCRIBING NETWORKS

HISTORY

WHEN STARTED, IMPETUS, MAJOR CHANGES

TYPE OF NETWORK

NETWORK, INTERNET, METANETWORK

PURPOSES & SERVICES

WHY IT WAS DEVELOPED AND FOR WHOM, SERVICES OFFERED

EXTENT & SIZE

GEOGRAPHICAL COVERAGE, **NODES/HOSTS

TOPOLOGY

PICTURE - LOCATION & CONNECTIVITY OF NODES

COMPUTERS

PURPOSE AND SIZE OF COMPUTERS

MEDIA & LINK SPEEDS

TYPE OF MEDIA, SPEEDS IN BITS PER SECOND (BPS)

PROTOCOLS

NAME OF PROTOCOL SUITE (E.G., TCP/IP)

ADMINISTRATION

WHO - POLICY, OPERATION, INFORMATION

FUNDING

WHO PROVIDED SUPPORT

FUTURE

PLANS - TECHNOLOGICAL, POLITICAL
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3.3 HISTORY OF COMPUTER NETWORKS

3.3.1 Research And Development

During the last thirty years, significant progress has been made in

the research and development (R&D) of computer networks. Research and

development initially focused on how to transmit low speed data across a

communications medium; then transmitting high speed data across such a

medium became the emphasis; and today, we are concerned about providing

communications services across a series of interconnected networks. Our

computer networking R&D has progressed from signal processing to packet

switching to internetwork technologies. Researchers have contributed to

this growth of computer networks, by both experimenting with such networks

and using them to conduct, their scientific research. One of the best

early (late 1960s) examples of this involvement by researchers has been

the development of ARPANET, which had the original goals of networking

research facilities and resource sharing and which was one of the earlier

packet switching networks.

3.3.2 Implementation

Significant advances were being made in the implementation of

computer networks from the 1960s through the 1980s; additional profound

changes are expected through the 1990s. From the early 1960s through the

1980s, computer networks have progressed from simple timesharing systems

to worldwide communication networks. During this period, major changes

have occurred in all aspects of computer networks: the computers, the

media connecting them, the protocols that define how these computers

communicate with each other, the users of these networks, and the uses

made of these networks. Most significantly, connectivity has progressed

from the minimal linkage with a computer involved in timesharing to

worldwide connectivity with several thousand hosts on many networks across

many nations. Network speeds also have progressed from hundreds of bits

per second (bps) to several Kilo bps (Kbps) to Mega bps (Mbps) for

backbone networks.
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It also is apparent that the technology trends such as increased

connectivity and higher transmission speeds will continue to transform

these networks during the 1990s and beyond into Giga bps (Gbps) and even

Terra bps (Tbps) networks.

3.3.3 Technology, Needs & Funding

On a worldwide scale, technology, user needs, and financial support

have worked together to shape the growth of computer networks. In the

1960s, when computers were expensive, remote terminal communications were

nccdcd to share their use. In the 1970s, confcrcncing systems wcrc

developed to facilitate and support the sharing of information.

Throughout both decades, corporations (e.g.,AT&T, DEC, GM, IBM and

Xerox), motivated by internal needs and possible markets, invested in the

development of their own networking technologies. Throughout the 1960s,

the 1970s and the 1980s, technology has bccn a very potent driving force

behind this growth in computer networks. For example, as network speeds

and the universality of user interfaces have increased, scientists have

discovered new uses for the computer networks. Today, however, even with

speeds of 1.544 Mbps and improved connectivity, researchers envison needs

that make current United States networking capability too fragmented and a

thousand times too slow. The need for improving our current computer

networking capability is discussed later under "Overview - A National

Research Network." The discussion points out that today, funding might be

driving technology which in turn might be driving demand.

Today, there is an international community of computer networking

experts who communicate both formally and informally about the latest

trends and advances in networking. The consensus among these individuals

is that signficant changes will continue to take place in all aspects of

computer networking. Technolgoical improvements will make possible

services and uses never dreamed of, and such changes likely will influence

who the providers will be. The stage is a worldwide arena with various

countries vying for leadership roles, and the scientific researcher,

wherever he might be, anticipating much greater networking capability.
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3.4 TYPES OF COMPUTER NETWORKS

Computer networks, whether used for research or other purposes, are

given a variety of names which reflect their structure, approach to

communication, and connectivity.

3.4.1 Physical And Logical Networks

The terms physical and logical have been used to denote the

structure of a network. A physical computer network is a group of

computers which are directly connected to each other via dedicated

communications channels and which can communicate ovvr these channels

using the common conventions or protocols. A logical computer network is

a group of computers which somehow have a way of exchanging data with each

other; the user is not concerned with the physical aspects of the

communication process. There are many more logical networks than there

are physical networks, as logical networks might use part of only one

physical network or might cut across several physical networks in numerous

possible ways.

The term "virtual" is also used to designate a logical connection.

For example, packet networks which typically use the Public Switched

Network (PSN) for physical connectivity use two types of virtual

circuits. The circuits which are established for the duration of the

session are referred to as switched virtual circuits (SVCs), and those

which are held permanently for a subscriber are referred to as permanent

virtual circuits (PVCs). The SVCs are analogous to dial-up lines and PVCs

are analogous to dedicated, i.e., leased lines.

3.4.2 Circuit-Switched And Packet-Switched Computer Networks

Networks also have been given names that reflect their approach to

network communication. Two basic types of approaches have been used:

circuit-switched and packet-switched networks. Circuit-switched networks

operate by forming a dedicated connection or circuit between two points

which can be switched to serve any two points. In packet-switched

Page 3-5



networks, traffic on the network is divided into small blocks called

packets that are transported over SVCs or PVCs and delivered to the

specified destination where they are reassembled. Telenet and Tymnet are

examples of two packet switched networks available in the United States.

3.4.3 Simple Networks, Internets, & Metanets

Perhaps most frequently, computer networks have been given names

based on their connectivity. In a simple network, the same network layer

protocol is used throughout. In an internet, which is a logical network,

all computers use the same high-level networking protocol but different

physical network hardware; that is, different "network layer" protocols

may be used across the internet, but all of the constituent networks use

the same "internet layer" protocol. However, to the user, the entire

internes appears to be part of his local physical network which reaches

many computers. A metanetwork is a network of internets; here, protocols

at the network, internet and transport levels may be different, and

usually are the same only at the highest, or application level.

3.5 COMPUTER NETWORK EXTENT AND SIZE

Both extent and size of a computer network refer to how big the

network is. Extent denotes where the users are (i.e., geographical

coverage of a network), and size indicates how many users there are and/or

how much information they are exchanging.

3.5.1 Computer Network Extent

Specific names have been used to indicate the geographical coverage

of a network. A local area network (LAN) typically connects hosts inside

a single building or small geographical area. A campus area network (CAN)

is a little larger in that it connects hosts on an entire academic or

company campus. A metropolitan area network (MAN) connects hosts in an

entire city or county. A state network (SN) provides services to hosts

across the entire state. A regional network (RN), often acting as a

backbone interconnecting these smaller networks, connects hosts across an
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entire region. A national network (NN), often built by interconnecting

regional networks, provides services across a nation. An international

network (IN) connect hosts across national boundaries. When a network

crosses many national boundaries it is typically called a worldwide

network (WN). The term wide area network (WAN) is also popular. The WAN

as the name implies covers a wider area than the LAN and may actually

interconnect LANg.

3.5.2 Computer Network Size

A number of indices have been used to indicate the size of a

computer network. These measures have included the number of users, the

number of hosts, the number of sites, the number of organizations, the

number of networks, and how much data or information is exchanged over the

network. These indices of size, along with geographical coverage and the

type of services provided, are used to determine link speed and bandwidth

requirements of a network.

3.6 COMPUTER NETWORK COMPUTERS, NODES AND TOPOLOGIES

A computer network can be diagramed to show the location and

connectivity of the computers in the network. In the explanations of

these diagrams, the computers and where they are located are given names

to reflect their function in the network. While these terms have

different precise meanings on different networks, the following

definitions are presented for explanatory purposes.

3.6.1 Computer Network Nodes

Each computer in a network is called a network node; a network node

is any vertex of a graph representing a network. A computer or node that

a person uses directly and that has resources of its own is called a

host. Each host may be used by one or more individuals. All hosts are

nodes, but all nodes are not hosts; some nodes act as switches. A node

which functions as an intermediary agent that makes possible the

exchanging of data between dissimilar networks is called a gateway. It is
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used to increase the number of computers reachable by a particular

computer. In summary, a node is a host; a gateway; a switch; or some

combination of the three. Finally, a site is a physical place where

network nodes arc located.

3.6.2 Computer Network Topologies

A computer network's topology describes its configuration. Network

topology is the shape or the physical connectivity of the network.

Topologies arc selected to maximize connectivity, minimize cost, and

maximize the number of users. Network nodes can bc organized to have

various topologies or configurations. The most common network topologics

include: hierarchical, horizontal, star, ring, clique, mesh or somc

combination of these.

The hierarchical topology is also called a vertical network and often

resembles a tree; it is simple but presents potential bottleneck

problems. In a horizontal topology often used in LANs, a "bus" permits

all stations to receive every transmission; while this typology is simple

and control is easy, there is only one communication channel and faults

may be difficult to isolate. In the star topology, which has bccn the

most frequently used structure for data communication, all traffic

emanates from the hub of the star; while it is easy to control and faults

are easy to isolate, it is subject to bottlenecks at the central site.

Also, site-to-sitecommunications must pass through the hub causing delays

and bottlenecksat the hub.

The ring topology is so named because of the circular aspect of the

data flow; it is simple and bottlenecks are uncommon, but it has only one

channel tying in all the components of the ring. In a clique topology,

every node can talk directly to every other node; this type of

configuration is not typically used by itself because it is very

expensive. With a mesh topology there is a multiplicity of paths from

each node, so traffic can be routed along the most efficient path; it is

more immune to bottlenecks and failures but is more expensive than a star

topology. Often, configurations include some combination of the generic

topologies; for example, there might be a star and a ring within a partial
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meshconfiguration.

3.7 COMPUTER NETWORK COMMUNICATIONS MEDIA

Computers can be connected by a variety of communications media

including optical fiber, microwave, copper and/or satellites. In each

case the communications channels either can be dedicated links or can be

used through dialup procedures. The merits of each media will not be

discussed here, but the important dimensions of channel speed, throughput

and bandwidth are discussed in the next section.

3.8 COMPUTER NETWORK SPEED, THROUGHPUT AND BANDWIDTH

The terms speed, throughput and bandwidth are frequently used to

describe the capacity of a computer network. While they are very closely

related, they are defined differently.

3.8.1 Computer Network Speed

Computer network speed, expressed in the number of bits per second

transmitted, describes the speed of a communications channel. When a

network has communications channels of variable speeds, the speed of the

long haul link is used to indicate the speed of the overall network.

Examples of network speed include: 300 bps, 1.544 Mbps (Tl), 45 Mbps (DS3)

and l Gbps.

3.8.2 Computer Network Throughput

The throughput of a computer network is the amount of end-user data

that can be transmitted in a given period. This period can be expressed

in seconds, minutes, hours, days, weeks or even longer periods of time.

3.8.3 Computer Network Bandwidth

The capacity of a communication channel is directly reflected in
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its bandwidth. Bandwidth is the spectral range, expressed in hertz (Hz),

carried on a communication line. It is calculated by subtracting the

lowest frequency in a signal from the highest frequency in the signal. In

short, bandwidth is a limiting factor on transmission capacity within the

network. Bandwidth also determines the cost of the communications link.

Bandwidth is related to channel speed. For example, to transmit a T-l

(i.e.,1.544 Mbps) channel on a satellite,the bandwidth required is 1.5

MHz. To transmit a 64 Kbps channel, the bandwidth required is

approximately 200 KHz.

A variety of models have been used to estimate demand and, hence,

bandwidth requirements for a national research network. For example, the

kinds and volume of traffic required to support research, ten years into

the future, at a representative campus have been estimated using three

models. In each model the peak demand was estimated for each type of

service. Each model focused on either the type of work (e.g.,

high-resolution color images), information needs by type and number of

user (student, faculty, or research staff), or information flowing at the

installation boundary (e.g., data from particle accelerators or

supercomputers).

3.9 COMPUTER NETWORK LAYERS AND PROTOCOLS

Today, computer networks are following the concept of layered

protocols. Major standards organizations throughout the world are

endorsing this concept, and major network vendors are implementing layered

networks. The goals of this concept include the decomposition of complex

processes, underlying the transport of data, into parts or layers and the

standardization of interfaces, so that changes in one part or layer are

transparent to other parts or layers.

3.9.1 Computer Network Protocols

Protocols are agreements on how computers are to communicate with

each other over a network. They give the algorithms for passing messages,

specify the details of message formats, and describe how to handle error

Page 3-10



conditions. Protocols allow one to specify communications interfaces

without knowing the details of a particular vendor's network hardware.

The network protocols can be very complex, so to facilitate their

implementation they are specified in layers or levels, building up from

those specifying the hardware to those specifying the applications

protocols. There may be one or more protocols in each layer. Interfaces

between layers also are defined. In layered protocols, each layer has

specific functions, and the intent is for each layer to add a value to the

layers above it. The result is that the top layer, which interfaces

directly with the end-user application, is provided with the full range of

functions offered by the lower layers. Esentially, when a message is sent

from an application on one machine to an application on another machine,

the message is transferred, down through successive layers of protocol

software on the sender's machine, transferred across the network, and

transferred up through succesive layers of protocol software on the

receiver's machine.

A number of protocols currently being used by the various networks.

Examples are: TCP/IP (Transmission Control Protocol/Internet Protocol),

DECNET protocol and NSP protocols (Non Standard Protocols developed at

Livermore and used on MFENET). Since most networks are moving to the

International Standards Organization (ISO)/Open Systems Interconnect (OSI)

protocols and this section simply introduces the concept of protocols, only

the ISO/OSI protocols will be discussed.

3.9.2 ISO/OSI Layered Protocol Model

ISO/OSI model has received worldwide acceptance, is being

implemented in many vendor products, and is likely to dominate the field in

the near future. This ISO/OSI model, which is supported by the major

standards organizations, telecommunications administrations, and trade

associations, is presented here to exemplify the layered protocol process.

The whole set of protocols that fit this model and that are intended to be

used together is referred to as the ISO/OSI protocole suite.

The ISO/OSI model defines layered protocols.
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seven conceptual layers, numbered and named as follows: I. physical

(hardware connection), 2. data link, 3. network, 4. transport, 5. session,

6. presentation, and 7. application. The lower layers are more well

developed than the upper layers.

As indicated by the numbering, the physical layer (level 1) is the

lowest layer. This layer specifies a physical interface between the data

terminal equipment (DTE) and the data communications equipment (DCE). It

also contains a mechanism to inform layer 2 of loss of physical connection

or electrical power. The most notable level 1 protocols are: RS232C,

RS-449, RS-422/RS-423, and V.35.

The data link layer (level 2) is responsible for ensuring error-free

data transmission. The protocols for this layer contain recommendations

on framing, error control and recovery, link initialization and

termination, and message sequence control. An example of a protocol at

this level is HDLC (High Level Data Link Control).

The network layer (level 3) is responsible for establishing

connections between remote hosts, and switching and routing information.

Examples of protocols at level 3 are: X.25 and IP.

The transport layer (level 4) allows end-users to communicate. The

most important function it performs is the flow management. An example of

a protocol at this level is TCP (Transmission Control Protocol).

The purpose of the session layer (level 5) is to assist in the

support of the interactions between user applications on different hosts.

It handles functions such as remote log-on/log-off and user

authentication, i.e., passwording and recovery from transport layer

errors. An example of a session layer protocol is ECMA #75 (European

Computer Manufacturers Association #75).

The purpose of the presentation layer (level 6) is to provide the set

of services which may be selected by the application layer to enable it to

interpret the meaning of the data exchange. It provides for the sytax of

data, for the representation of data, but not for the meaning or semantics
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of the data. That it, this level is concerned with encoding and decoding

data. An example of a protocol at this level is the ISO/OSI abstract

syntac notation one (ASN.1) protocol.

The top layer is the application layer (level 7) and includes

application programs that use the network. This layer, which is concerned

with the semantics of data, provides services to the end users. There are

protocols for each service (e.g., electronic mail, X.400 standard).

3.10 COMPUTER NETWORK SERVICES

3.10.1 Supply And Demand Interaction

Scientific researchers have a variety of communication needs many

of which can be met by utilizing the services provided by computer

research networks. Sometimes the demand for such services has stimulated

their supply, and at other times, supply of services has created new

demands. Currently, demand is far greter than supply; current

connectivity and bandwidth are frequently reported to be inadequate.

Demand is expected to grow rapidly, and significant improvements in

computer research networks must be made to meet future scientific

researchers' needs. In fact, it is expected that as soon as expanded

computer research network capability is provided, scientific researchers

will utilize all of the new capability, even if they currently do not need

such capability; supply will stimulate demand, and new applications will

emerge as a result of new capabilities.

3.10.2 Services For Exchanging Messages

Computer research networks currently provide scientific researchers

with a variety of services. These services allow users to either exchange

messages or to share resources, and in both cases the services can be

either batch or interactive. Services that involve exchanging messages in

the batch mode are the most widely used and include various ways for users

to send messages' over the computer network to one or more other users and

to receive messages from these same users. The messages are read after a
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delay rather than in an interactive mode, and the services are given names

like e-mail, mailing lists, and bulletin boards. Services that involve

exchanging messages in the interactive mode are not as common. These

services, which do not have specific names, can be differentiated in terms

of how many people are participating and are similar to telephone

interactions and telephone conference calls.

3.10.3 Services For Sharing Resources

The computer research network services which allow scientific

researchers to share resources include services which met some of the

earliest needs of computer network users. Resource sharing involves

using, in either the interactive or batch mode, distant computing

resources by means of a _:omputer network. Resource sharing in the

interactive mode is more common and includes a variety of services.

Remote login allows a user to access, via a network, a remote machine as

if he were logged in on it from a local terminal. In file transfer, the

user can get a file from a remote host, work on it and put it back.

Remote device access allows one to use devices (e.g., printers) on other

systems as if they were on the local system. In the distributed computing

environment the distinctions between local and remote systems disappear

completely.

Batch resource sharing services are of equal importance. These

services include remote job entry, which involves submission across a

network of a job to be completed, and batch file transfer, where a file

travels across a network and the transmission delay is acceptable.

3.11 COMPUTER NETWORK USES & NEEDS

Like the services currently provided by computer research networks,

the needs of scientific researchers involve exchanging messages and

sharing resources. However, this does not imply, as explained earlier,

that current services are meeting current needs. The services noted above

are described as generic services, and no reference is made to the

specific requirements (e.g., speed or connectivity) of the researcher.
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Here, the researchers' needs are summarized first by discipline area and

then by generic use. The implications for specific network requirements

are discussed in later chapters of this report.

3.11.1 Computer Network Needs

Current and potential needs for computer research network services

can be exemplified by noting specific needs in the areas of science and

engineering, economics and social sciences, and the arts and humanities.

In mathematics, for example, studies of probability theory often require

state-of-the-art supercomputing. In physics, instrumentation will

increasingly generate complex immages and movies requiring both

supercomputing for analysis and wide bandwidth for communicating. In

chemistry, scientists need to simulate chemical reactions and model

biological units of life, and both often require interactive image

transmission. Astronomers often need to conduct computer simulations of

three-dimensional images of, for example, blackholes. In the atmospheric

sciences, access to huge databases is a frequent need. In engineering,

three-dimensional images (e.g., of the space station) often must be

developed requiring supercomputing resources.

In the life sciences and medicine, the generation and transmission of

complex three-dimensional images (e.g., of living units from molecules to

body parts) is key and requires the most sophisticated computer network.

In economics and the social sciences supercomputers are often needed to

forecast future events using complex models. Finally, in the arts and

humanities, access to databases (e.g., a 300 Mbits Thesaurus of Ancient

Greek Literature) often facilitates tedious bibliographic searches.

3.11.2 Computer Network Uses

The needs of scientists can be grouped into two categories of uses,

those involving a need to share resources and those involving a need to

exchange messages. These scientists or researchers need access to high

powered remote processing, databanks, existing code, expensive software

and specialized devices. They need to share these resources so they can

efficiently and effectively conduct complex calculations and three-
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dimesnional simulations and create comprehensible visual presentations of

their output.

Scientists need to communicate with other scientists in both a "batch

and interactive mode. They need to exchange high quality graphic data

including photographs. They need to be able to simultaneously view and

edit documents that combine text, graphics, pictures and voice. Finally,

the scientists need to be able to conduct computer conferences in which

they interact through both pictures and conversation (e.g., via video

teleconferencing). Later sections of this report will analyze and discuss

how well these needs are being met, and will be met, by current and future

computer research networks.

3.12 ADMINISTRATION

In this report, administration refers to the people, the

organizations, and what they do when planning, implementing, funding and

operating a computer network. That is, a discussion of computer network

administration answers the following specific questions:

1. Who are the sponsors of the network; which people and organizations

provided the impetus for its development?

2. What was and what is the major purpose of the network?

3. Who makes policies, and what are the policies, concerning, for

example, access, interconnections, growth and funding?

4. Who developed the network?

5. Who operates the network; who installs the hardware and software?

6. Who provides support for the network; who interacts with the end-user

when he needs assistance?

7. How is the network funded; by fees, grants or both?

3.13 FUTURE

The future of a computer network refers to its near-term and

long-term purposes, users, services, protocols, configuration, size,

extent, link speed, and interconnectivity with other networks. Some

Page 3-16



computer networks are being phased out and are being replaced by new

ones. Others are merging together to better serve their users. Some have

plans for significant development in terms of enhanced link speeds and

interconnectivity. Finally, others are just in the planning stage and are

expected to be operational in the next two to five years.
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SECTION 4

A NATIONAL RESEARCH NETWORK

AN OVERVIEW

4.1 OVERVIEW

An extensive amount of effort has been, and continues to be, devoted

to the development of a National Research Network (NRN). The results of

this effort have important implications for the current study. Likewise,

it is expected that the results of the current study will be helpful in

the development of the NRN. To better understand this relationship

between the current study and the development of an NRN, a summary of the

activities underlying the development of an NRN and of the organizations

responsible for the NRN concept is provided here. First, a brief outline

of the history of the National Research Network is presented and then the

major activities and events are described in more detail.

4.2 SUMMARY OF NRN HISTORY

The history of the NRN can be best understood by focusing on the

interrelationships between four groups of events: the development of

major research networks; the pursuit of related legislative agenda; the

formation of national-level comittees and offices; and the performance of

key national studies. The history summarized here covers the period of

1984 through the present (i.e., 1989) and is diagramed in Exhibit 4-1.

Prior to 1984, a number of networks had already been established.

Examples of these networks and their begining dates are: ARPANET, 1969;

MFENET, 1975; SPAN, 1980; BITNET, 1981; CSNET, 1981; and HEPNET, 1981. In

1984, the National Science Foundation (NSF) established the Office of

Advanced Scientific Computing (OASC). This office initiated programs to

develop supercomputer centers and to develop communications networks to

enable user to access them. The supercomputer centers were started in

1985, and the network to access them, the NSFnet, was started in 1986.
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On the legislative side, Senator Gore proposed in 1986, that the

White House Office of Science and Technology Policy (OSTP), conduct a

supercomputing networking study. This proposal, which was expanded

through Senate-House negotiations, led to the OSTP's establishment of the

Federal Coordinating Council for Science, Engineering, and Technology

(FCCSET) Committee for Computer Research and Applications CRA). This

FCCSET committee, which consists of representatives of federal agencies

involved in computer research and applications, conducted studies during

1986 and 1987 and submited their report to the OSTP in August of 1987.

The OSTP used this report to prepare their response to Congress, which

they submitted in November, 1987.

The FCCSET study report and the OSTP response to Congress led to

several major activities. First, the National Research Concil (NRC) was

asked by the FCCSET committee to review the FCCSET study report; the NRC

conducted their review during 1987 and 1988. Also, the FCCSET report and

the OSTP response to Congress encouraged EDUCOM (an ad-hoc group of

academic institutions) to establish its Networking and Telecommunications

Task Force (NTTF) whose purpose is to provide leadership for networking

policy issues. To carry out this mission, NTTF helped sponsor National

Net88 to provide a forum for discussion of issues related to research

networks, in April, 1988. National Net89, conducted in April, 1989,

reviewed progress since National Net88. The OSTP response to Congress and

the NRC review of the FCCSET committee report were used in hearings,

chaired by Senator Gore in August, 1988. Senator Gore introduced an NRN

bill in October, 1988 and plans to hold additional hearings on a modified

NRN bill in 1989.

The OSTP response to Congress and the NRC review of the FCCSET

committee report encouraged two additional activities. They led to the

establishment of the Federal Research Internet Coordinating Committee

(FRICC) in 1988 and the funding of the Corporation for National Research

Initiatives(NRI) study of Gigabit networks. The FRICC committee efforts

have culminated in the Research Interagency Backbone (RIB) program and the

National Network Test (NNT) program. The NRI study, begun in late 1988,

is an ongoing effort sponsored by NSF and the Defense Advanced Research

ProjectsAgency (DARPA).
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While these activities were being conducted, NASA Science Network

(NSN, 1986), the MERIT backbone (1988), and the ESNET (1988) were being

implemented. The Defense Research Internet (DRI), which will replace

ARPANET, is planned for 1989. Segments of each of these networks are

expected to use the RIB and to participate in NNT.

To develop a better understanding of the events leading to the

development of an NRN concept, the organizations and activities enumerated

above are described below in more detail. They include: the FCCSET

committee; the NRC review; EDUCOM and its National Nets; FRICC and its RIB

and NNT; NRI and its Gigabit network research; and related legislation.

4.3 FCCSET COMMITTEE ON COMPUTER RESEARCH AND APPLICATIONS

4.3.1 The FCCSET Committee

As noted above, in August, 1986 the 99th Congress requested that the

OSTP, resident in the Executive Office of the President, study the

computer networking requirements of U.S. scientists, engineers and

researchers and provide a plan for action by August, 1987. In response,

the OSTP established a new interagency group, the FCCSET Committee for

Computer Research and Applications. This FCCSET committee on Computer

Research and Applications established three subcommittees: a) Science and

Engineering Computers, b) Computer Research and Development, and c)

Computer Networking Infrastructure and Digital Communications. The

subcommittees held a series of workshops involving many scientists,

engineers and researchers from academia, industry and government. They

examined current resources, current and future needs, technology

requirements, and technical problems. The results of their efforts were

presented in a report titled, "A Research And Development Strategy For

High Permance Computing." In this report, they presented recommendations

for developing high performance computers, enhancing software technology

and algorithms, developing computer networking, and conducting basic

research. The report also dealt with human resources requirements for

implementing their recommendations. This report was delivered to the OSTP

in August, 1987. While this three-volume report was never made public,
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OSTP did send a summary of it to Congress in November, 1987.

4.3.2 Findings And Recommendations

The following are the report's major findings and recommendations

concerning networking.

Findings: The report concluded that the U.S. faces serious challenges in

networking technology which could become barriers to the advancement and

use of computing technology in science and engineering. Specifically, it

stated that:

1. Current network technology does not adequately support scientific

collaboration or provide access to unique scientific computing

resources. At this time, U.S. commercial and government sponsored

networks are not coordinated, do not have sufficient capacity, do not

interoperate effectively, and do not ensure adequate security.

2. Europe and Japan are aggressively moving ahead of the U.S. in a number

of networking areas with the support of concentrated government- and

industry-sponsored research and implementation programs.

Recommendations: The report recommended that the U.S. government,

industry and universitites coordinate their research and development

efforts for implementing a research network to provide a distributed

computing capability that would link government, industry, and higher

ecucation communities. More specifically, it recommended that a research

network be established in the following three-stage approach to upgrade

the current facilities and to develop needed new capabilities:

Stage 1- 1989-1990:

Interconnect and upgrade existing agency networks, adopt common access

standards (protocols), and share transmission facilities so that the

backbone and major regional networks could operate at 1.544 Mbps

(standard TI rate).

Stage 2, 1991-1996:

Focus developments on gateways, routers, switches, protocols, and

architectures. Provide 45 Mbps service for networking selected

research facilities and 1.544 Mbps for connecting 200 to 300 research

institutions.
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Stage 3, 1997-2006:

Establish a vigorous, focused program of network research and

development resulting in a network that could deliver 1 to 3 Gbps to

selected research facilities, 45 Mbps to about I000 facilities, and

1.544 Mbps to all other research facilities in the U.S.

4.4 NRC NATIONAL RESEARCH NETWORK REVIEW COMMITTEE

4.4.1 The NRC Committee

The National Research Council, which is administered by the National

Academy of Sciences, the National Academy of Engineering and the Institute

of Medicine, has a Computer Science and Technology Board (CSTB). The

National Research Network Review Committee (NRNRC) was established under

the auspices of this board to review proposals developed by the FCCSET

Committee on Computer Research and Applications. NRNRC was asked by the

FCCSET Subcommittee on Computer Networking to consider issues related to:

the technical feasibility of the network proposals; the utility of the

proposed network to the research community; and developments in computer

technology. Committee members, who were selected for expertise in

computer and network technology, network-based services and the conduct of

scientific research, represented both academia and industry and began work

in September, 1987. They received briefings from FCCSET representatives,

deliberated on the OSTP proposals and developed their own views on an

NRN. The results of their efforts, which primarily addressed the network

proposal section of the OSTP report, are presented in a 1988 report

titled, "Toward A National Research Network."

4.4.2 The NRCRC Conclusions

The following are the major conclusions presented by NRNRC:

° NRN Benefits: The NRNRC strongly supports the concept of an NRN

proposed by OSTP. It feels that the U.S. would benefit significantly

from the creation of an NRN. The committee points out that such a
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network would help create a much needed computer network

infrastructure, improve the productivity and quality of research

output, lead to commercial spinoffs, and promote U.S. competitiveness

in many disciplines.

2. User Needs And Concerns: The NRNRC reported that all potential users

(i.e., researchers in science/engineering, economics/social sciences,

and arts/humanities) agreed that an NRN is a most worthwhile goal.

Specifically, they have needs for high speed, widespread access,

user-friendly service, high quality, and high performance. In

addition to this concern about needing a good operational network,

users want to make certain that federal funding for a research network

does not diminsh federal funding for the conduct of research.

3. Technical Considerations: NRNRC pointed out that Phase 1 (requiring

coordination) and Phase 2 (requiring network management) of the OSTP

plan were efforts to catch-up with the state-of-the-art as opposed to

advancing the networking technology. The committee felt that Phase 3

may have to address technical issues in areas such as network control,

switching, routing, multiplexing, processor interfaces, protocols, and

architectures, particularly, as related to high speed networks.

4. Fundin_ Considerations: NRNRC recommended that incentives be provided

to encourage industry to provide existing network technology to the

NRN, while the government would provide funding for advanced network

development. They also discussed the need for and the problems

expected from introducing charges for use.

5. Management Considera)j0nS: NRNRC identified the major management

concerns as: developing engineering facilities and services to match

demand and tuning them to the expressed needs of users; maintaining

them in an operational state; and operating them economically. The

committee emphasized that a new operating organizational structure is

needed to provide the required network facilities and to manage and

operate them. That is, this new structure must include a funding

mechanism, an oversight committee, day-to-day management, and a

feedback loop with the user community.
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6. Commercial And Special Network: NRNRC concluded that the NRN must

build on existing and anticipated commercial network facilities and

network-based services; that the NRN implementors must work with the

common carriers and computer vendors; and that NRN long-range planning

should allow for the eventual transition of at least portions of the

NRN to industry.

4.5 EDUCOM AND NATIONAL NET88/89

4.5.1 EDUCOM Task Force

EDUCOM is a non-profit consortium of colleges, universities and

other institutions founded in the early 1960s to facilitate the

introduction, use and management of information technology. It is funded

by dues, service fees, and grants from foundations, corporations and

government agencies. Its networking activities, which are designed to

promote the growth and interconnection of computer networks throughout

institutions of higher education, include its Networking and

Telecommunications Task Force (NTTF) and its BITNET Network Information

Center.

4.5.2 National Net88

In April, 1988, EDUCOM, along with the National Association of State

Universities and Land Grant Colleges and the New York State Educational

and Research Network, sponsored National Net88, which was funded by a

support grant from NSF. The purpose of this conference was to begin the

process of forging an alliance among government, industry and higher

education to create a national instruction and research network that would

connect everly college and university and provide a wide array of services

including a knowledge management system. The major issues discussed at

this conference included: purpose and development of the NRN; its users

and uses; its management; and its funding. The importance of the NRN,

unsolved problems and possible solutions also were discussed.
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4.5.3 National Net88 Observations & Recommendations

As indicated in the summary of the NRN history, this conference grew

out of the FCCSET report noted above, and while it suppo'rted the major

findings of this report, it provided additional insights and added much

detail to the definition of problems and the delineation of possible

solutions concerning a NRN. The following are some of the major

observations and recommendations made by the presenters who represented

government, industry and academia. Unlike the findings and

recommendations of the OSTP and NRC reports, those presented during the

EDUCOM National Net88 conference have not been integrated, and, in fact,

often reflect the different views of the various participants. The

selected National Net$$ observations and recommendations have been grouped

under four headings: purpose, users and uses, management and funding.

1. Purpose Of A National Network (NN):

a° We need a NN because technological factors are altering the process of

research. Researchers need access to our powerful computers which are

becoming both our microscopes and our telescopes. They can help us

see what is impossible to see with a lab instrument; simulate places

we cannot go; model events that have not occurred; and visualize the

results of these possible events.

b. An NN can help us propel scientific research to a new level where we

can examine more effectively the great questions of our time. For

examples: Will the universe expand forever? How does the brain

process information? and What biochemistry underlies disorders like

Alzeimer's disease? An NN can also benefit applied science by helping

us: track airbone nuclear particles in the event of a nuclear

disaster; predict earthquakes; and match patients with organ donors.

C° An NN can be a "workplace without walls," a facility of national and

even international scope for education, research, and other scholarly

pursuits. It encourages collaborations and resource sharing and

thereby speeds the spread of knowledge. It makes accessible the full
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range of the nations' educational and intellectual resources:

databases, libraries, computers and people.

d. Given that the commerce of ideas is becoming more important to the

U.S. than the commerce of things, and that the applications of a NN

will be as important to modern research as the telephone was to

commerce early in this century, an NN will be critical to U.S.

competitiveness.

e. We have a national postal system, a national transportation system,

and national broadcast networks; we need a national computer network.

f° We are in an era of internationalization, and scholarship is no

exception. We need an NN so our researchers can communicate with each

other within the U.S. and across our borders to scholars around the

world. Furthermore, future extensions of the NN will go well beyond

the boundaries of scientific research to scholarship of all types.

2. Users And Uses Of An NN:

a° The OSTP report failed to focus on the NN as a means for broad access

to information and for promotion of collaborative interactions in

support of all higher education, not just the research community.

Also, the FCCSET committee did not include representatives from

academia and industry.

b. We are moving from an era when networks were the province of computer

scientists to one when the networks will become an ubiquitous service

for all educational endeavors.

c. An NN must be accessible, ultimately, to the public at large. There

is no fundamental reason to have networks for research and other uses

segregated, than it is necessary to have telephone systems segregated

for researchers and non-researchers.

d. An NN must be a public resource, accessible, reasonably secure, and

readily available to all segments of our society.
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e. The NN must provide for more extensive and productive collaboration

among researchers using the most advanced workstations, which have

access to the nation's libraries and to unique facilities that enable,

for example, the modeling of physical processes in real time.

f. Since library networks foster scholarship across all disciplines, it

is imperative that the NN be designed to aecomodate the transfer of

bibliographic records and other library support data. In the future,

and if the obvious legal issues are resolved, the NN should be able to

support the exchange of documents themselves, intersystem interlibrary

loans, and the full text transfer between a publisher and libraries.

g. Applications (e.g., the updating of color displays from remote

computers in real time).of an NN are needed in biotechnology, high

energy physics, fluid flow simulation, chemical molecular modeling,

and seismic and geological research.

h. In the future, the NN should include a digital library system and

custom machines tailored to solve specific problems. With the digital

library system, the user at a workstation should be able to gain

access to documents with simple language instructions without having

to know where the documents are located, or what data base they reside

in. Custom machines might be needed, for example, by the physicist

exploring the origins of the universe.

3. Mana=ement Of An NIq:

a. The OSTP failed to provide clear recommendations on management and

operation of the NN.

b. The development, operation and management of an NN need a continued

partnership among government, industry and higher education.

c. The key issues pertaining to the development, operation and management

of an NN involve: structure--need to ensure that the whole process

converges on a coherent network that really works for researchers;
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bandwidth-need to justify very high bandwidths by providing examples

of practical experience and concrete evidence; institutional

changes--need to specify which ones arc needed; and local area

intcrconncction--nccd efficient designs for intcrconncction within the

local area, designs that will permit data rates as high as one Gbps to

be transmitted to and processed by the workstations.

d. Specific management concerns include: evaluating the effectiveness of

the NN; linking network support to ongoing research programs;

providing better coupling with industry; adding new technology to the

network as it evolves; continuity in management; bringing new ideas

about networks to meet future requirements; and giving choices to the

researchers.

e. Industry representatives think the U.S. should put the job of moving

its most precious commodity (i.e., information) in the hands of

experienced networking and information management people, i.e., the

industry. They point out that the industry has the bandwidth, the

transmission and switching capabilities, and the ability to

standardize, and therefore, can create a less expensive, more reliable

network.

4. Fundin2 An NN:

ao The costs for research, creation and operation of an NN, as specified

in the OSTP report, must be reviewed by potential users to make

certain the NN will meet theirneeds.

b. Universities can help by contributing their intellectual resources;

governments by funding development; and industry by contributing

funds, equipment and people.

C. Individual scientists are doing their part by learning about and using

the networks; academia is doing its part by funding construction and

operations of campus area networks; the states are developing state

networks; and the federal government must do its part by funding an

NN.
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d. The federal government funded the national mail system, the

continental railroads, and the national highway network; similar

funding for an NN will come about in the U.S. in response to worldwide

competitive pressures.

e. The bulk of the benefits of an NN accrue to society as a whole.

Research and education networks involved in the facilitation of

research information and education cannot be self-subsidizing or

self-financing and government funding is necessary.

f. The order of magnitude of funding required for an NN is very small

compared to the public expenditures the U.S. devotes to the support of

research and education. However, the organizations that lobby on

behalf of scientific and. educational programs do not put networking

high among their priorities.

g. The national networking situation can be summarized by saying we have

billions of dollars worth of facilities and hundreds of scientists

deprived of full use of these facilities for want of relatively sparse

investment in linking scientists to facilities. We have billions of

dollars expended on research facilities and trivial amounts available

for interconnecting people to facilities.

h. We should not shift the cost away from the user to society as a whole,

as such a shift would make the NN non-responsive to uers needs and

economically inefficient.

i. The funds for network service must go through the hands of the network

user; we must transition into a period when data communications is

provided as a service.

j. Networking is not mature enough to be treated as a utility. Only

after growth, use patterns, and legal impediments are fully understood

should an attempt be made to treate an NN as a utility.

k. Funding could be based on user category: the federal government could
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support the researcher, the state governments could support the basic

needs of educators and students, and individuals could pay for their

own use.

4.6 FEDERAL RESEARCH INTERNET COORDINATING COMMITTEE (FRICC)

4.6.1 The FRICC

For several years, a group of representatives from five federal

agencies (i.e., the Departments of Defense, Energy and Health and Human

Services; the National Aeronautics and Space Administration; and the

National Science Foundation) had been meeting informally to discuss common

networking problems. After the OSTP report was completed, these

representatives chartered themselves as the Federal Research Internet

Coordinating Committee. Their goals are: to share networking resources,

promote the evolution of internet management techniques, coordinate

networking research and development, provide oversight for the development

of an NRN, and to coordinate internationalization of the participating

agencies' networks. They are working to coordinate the networking plans

of the participating agencies and to achieve economies of scale by

eliminating duplication.

4.6.2 The Research Interagency Backbone

One of the FRICC's accomplishments is the pooling of funding for a

Research Interagency Backbone (RIB). In January, 1989, the National

Science Foundation (NSF) released a project solicitation for the

development and management of a "Research Interagency Backbone." This

project is a joint effort of the five FRICC agencies noted above, and is a

response to the OSTP and NRC reports described above. The RIB will be a

DS3 (45 Mbps) coast to coast fiber optic high reliability data network.

The RIB project, in the short term, will provide a testbed for research in

very high speed networks, and will expand the capacity of existing Federal

agency research networks. Its long term purpose is to lay the technical

groundwork for transition from multiple independent agency networks to an
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integrated National Research Network (NRN) offering state of the art

capabilities and services.

4.6.3 National Network Test (NNT) Bed

Another similar accomplishment of the FRICC is the National Network

Test (NNT) program. The NNT program began in early 1989 and, as planned

for the RIB program, is conducting networking experiments using real

network data. The NNT program uses six cross-country TI channels, with

three of these TI channels dedicated to separate, but connected, backbones

for DOE, DOD and NASA. A variety of experiments are planned for each of

the backbones and for the network formed by the three backbones. Policy

based routing and applications using parallel computers are two of the

areas that will be examined.

4.7 CORPORATION FOR NATIONAL RESEARCH INITIATIVES: GIGABIT NETWORK

RESEARCH

4.7.1 Corporation For National Research Initiatives

The Corporation for National Research Initiatives (NRI) is a

non-profit research and development organization formed in 1986 to help

focus U.S. strengths in information processing technology. NRI works with

industry, government and academia and is engaged in scientific research on

the design of experimental infrastructure which can imporve the country's

long-range scientific and engineering productivity. Its founder and

president is Robert Kahn who has worked at Bell Laboratories, MIT, DARPA

and Bolt Beranek and Newman (BBN). At BBN, he was the driving force in

the development of ARPANET.

4.7.2 Gigabit Network Research

Currently, NRI is studying the feasibility and utility of wide-area

research networks operating at speeds on the order of a gigabit/second or

higher. It is hoped that this study effort, which is sponsored by NSF and
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DARPA under a grant from NSF, will provide a foundation on which to launch

phase three of the NRN as described in the NRC review of the OSTP report

to Congress. This study is designed to explore the technology necessasry

for the development of a gigabit/second research network and to

demonstrate its utility. During the next two or three years it plans to:

explore the use of state-of-the-art switching and transmission

technologies; determine the applicability of these technologies to network

architecture and inter-computing networking; develop protocols and

interfaces; evaluate network technology; and design and demonstrate

network applications. In its initial effort, NRI has sought, from

interested and qualified organizations, information on innovative ideas

and/or technology related to a gigabit/second network.

4.8 LEGISLATION: "NATIONAL HIGH PERFORMANCE COMPUTER TECHNOLOGY ACT

As moted earlier, Senator Gore of Tennessee had provided initial

impetus for the OSTP FCCSET report. Senator Gore had introduced

legislation to explore the use of fiber optics to link supercomputer

centers. In negotiations with the House on the fiscal year 1987 NSF

Authorization Bill, the proposed study was expanded to project networking

needs, critical problems, and current and future options regarding

communications networks for all research computers, not just

supercomputers, at both academic and federal research facilities. The

actual FCCSET committee report went even further; it encompassed all

aspects of advancing high performance computuing capabilities, of which

networking is only one part.

After this report was submitted to Congress in summary form (November,

1987) and the NRC review of this report was released (April, 1988),

Senator Gore held hearings (August, 1988) and introduced a bill, "National

High-Performance Computer Technology Act (October, 1988). This bill was

to provide for a national plan and coordinated Federal research program to

ensure continued U.S. leadership in high performance computing (including

a high-capacity national computer research network). There was

insufficient time to consider the bill in the Fall of 1988, and it is now
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being modified slighlty to reflect new findings. Hearings on the modified

bill are planned for Summer or Fall of 1989, and it might be considered on

the floor in late 1989 or early 1990.

4.9 SUMMARY = A NATIONAL RESEARCH NETWORK

While it is clear that we need an NRN, it is also equally clear that a

number of key questions concerning an NRN remain to be answered and the

results of the planning for an NRN had important implications for the

current effort.

4.9.1 Key Questions

The key questions include:

I. What do we mean by research? Is it limited to a miniscule scientific

community engaged in advancing frontiers of science, or does it

include supporting engineerging and development types of activities.

While some have broadened research to include all of education, others

expect an NRN to be more limited, especially in the near-term, in its

application.

2. Who should use the network?

researcher to the general public.

Potential users range from the scientific

3. Who should mana_¢ the network? Government? Academia? Not-for-profit

organizations? Business/Industry? Or, some combination of thcsc

groups?

. Who should i?.gv for the network creation and operation? Suggestions

range from treating the NRN as a government investment to a utility.

Suggestions also have been made for basing payment on the stagc of

network development and on the user and usage.

5. What are the network needs and reauirements? Will we really need to

send giga bits per second (Gbps) traffic door-to-door, and if so, what
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requirements will this impose on the backbone network? If we need to

send 1 Gbps door-to-door, will we need a backbone that supports data

rates on the order of 10 to 100 Gbps?

. How do we transition from where we are to where we need to be? What

research and development steps must be taken? How do we ensure that

all stakeholders are represented? What institutional changes are

necessary?

. What are the international implications? What are the implications of

the sharing of ideas and resources on an international scale for our

NRN requirements, our security, and our economic competitiveness?

Should we work towards linking every scholar in the world with every

other scholar?

4.9.2 Important Implications

. An extensive amount of effort has already been spent on planning and

developing an NRN, and the current study built upon and supported this

effort.

2. This NRN effort had major bearini on all aspects of the current study

which benefitted from this effort by carefully examinin2 the results

of the specific NRN activities.

3. Plans for the future develooment of an NRN are being made, and the

current study considered these olans when projecting an integrated

national computer research network.

4. Since the plans and development of an NRN have chantteed rapidly, the

current study was designed to be as up-to-date as possible.

5. It is apparent that the current study can be U_¢f¢! to the NRN effort

as well as to jN__.

6. The extensive international links to the NRN and the impact of

research in space should be examined.
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- SECTION 5

SELECTED COMPUTER RESEARCH NETWORKS

5.1 OVERVIEW

All major federal agencies were contacted to identify the major

computer research networks sponsored by the federal government. Based on

the information obtained from the federal agencies, a brief summary of the

computer networks sponsored by and/or used by these agencies was

developed. Based on this review and analysis, the computer research

networks to be comprehensively examined were selected.

5.2 FEDERAL AGENCY NETWORK SUMMARY

To start this study, an initial list of federal agencies of interest

was developed, and is presented in Exhibit 5-1. This list was reviewed to

determine which agencies were most likely to have computer research

networking requirements and/or interests. Based on this review, a second

list was developed of agencies expected to have such requirements and/or

interests. This list, which is presented in Exhibit 5-2, includes those

agencies which were actually contacted.

Information on the federal agencies' networks was collected through

telephone interviews, personal interviews and analysis of existing

publications and reports. For each of the agencies contacted, the

following information was collected: name, address, telephone number of

agency contact person; and type of networks the agency uses (i.e., those

managed by and/or funded by them and those that they merely access). This

information is presented in Exhibit 5-3.

The majority of the agencies contacted have or use telecommunications

networks for operational and administrative purposes. Most of these

agencies do not have their own computer research network, but they usually
1

(Please turn to page 5-14)
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EXHIBIT 5-1. INITIAL FEDERAL AGENCY CONTACT LIST

Agency For International Development
Agriculture, Dept. of
Commerce, Dept. of

National Institute of Standards & Technology (NIST, formally NBS)
National Oceanic & Atmospheric Administration (NOAA)
National Telecommunications & Information Administration (NTIA)

Congressional Budget Office (CBO)
Defense, Dept of

Air Force, Dept. of
Army, Dept. of
Defense Advanced Research Projects Agency (DARPA)
Defense Communications Agency (DCA)
Navy, Dept. of

Education, Dept. of
Energy, Dept. of
Environmental Protection Agency (EPA)
Executive Office of the President

Export/Import Bank of the U.S.
Federal Communications Commission (FCC)

Federal Emergency Management Agency (FEMA)
Federal Reserve Board

General Accounting Office (GAO)
General Services Administration

Health & Human Services (HHS), Dept. of
Public Health Service

Social Security Administration
House of Representatives
Housing & Urban Development, Dept. of
Information Agency, U.S.
Interior, Dept. of
International Trade Commission
Interstate Commerce Commission

Justice, Dept. of
FBI

Library of Congress
Labor, Dept. of
National Academy of Sciences (NAS)
National Aeronautics & Space Administration (NASA)
National Endowment for the Arts
National Endowment for the Humanities
National Science Foundation
Office of Management & Budget
Peace Corps
Securities & Exchange Commission (SEC)
Small Business Administration (SBA)
State, Dept. of
Transportation, Dept. of

Federal Aviation Administration (FAA)
Federal Highway Administration
U.S. Coast Guard

Treasury, Dept. of
Internal Revenue Service (IRS)
U.S. Secret Service

Veterans Administration
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EXHIBIT 5-2. FEDERAL AGENCIES CONTACTED

Agriculture, Dept. of

Commerce, Dept. of

National Institute of Standards & Technology (NIST)

National Telecommunications & Information Administration (NTIA)

National Oceanic & Atmospheric Administration (NOAA)

Defense, Dept. of

Defense Advanced Research Projects Agency (DARPA)

Defense Communications Agency (DCA)

Education, Dept. of

Energy, Dept. of

Environmental Protection Agency (EPA)

Health & Human Services, Dept of

National Institutes of Health

National Library of Medicine

Housing and Urban Development, Dept. of

Interior, Dept. of

U.S. Geological Survey

Bureau of Mines

Office of Surface Mining Reclamation

Fish & Wildlife Service

Minerals Management Service

Justice, Dept. of

Library of Congress

National Academy of Sciences

National Aeronautics & Space Administration

National Science Foundation

Nuclear Regulatory Commission

Transportation, Dept. of

U.S. Coast Guard

Federal Aviation Administration

Treasury, Dept. of the

Veteran's Administration
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have access to such networks when they need them.

The major computer research networks are sponsored by the following

agencies: the Department of Defense (Defense Advanced Research Agency),

the Department of Energy, the National Aeronautics & Space Administration,

and the National Science Foundation. The National Institute of Standards

And Technology (NIST) and the National Institutes of Health (NIH) are

planning expansions of their computer research network capabilities. The

NIST is in the process of installing its campus-area network that will

interconnect with NSFNET and other research networks. The NIH has a

modernization plan for direct high-speed links among its laboratories.

The National Oceanic & Atmospheric Administration (NOAA) has a private

network to communicate with NIST, while the Nuclear Regulatory Commission

(NRC) has its own network (involving some research application) that

connects its five regional offices.

Unique operational/administrative networks include those of the

Department of Agriculture (DEPNET), the Federal Aviation Administration

(ATDN), the Department of Interior (GEONET), the Library of Congress

(LBNT), the Department of Treasury (CDN), the Department of Housing and

Urban Development (HUDNET/HIIPS), the Veterans Administration (VADATS),

the Department of Justice (SAMNET; CACN), and the Department of Commerce

(connects labs and supercomputers). A number of unique, agency-specific

operational/administrative networks carry research traffic to some extent

such as the U.S. Geological Survey's GEONET. However, for all of these

networks there is no information on the extent to which these networks are

used for scientific research purposes, and there is no current effort to

develop this information.

5.3 SELECTED COMPUTER RESEARCH NETWORKS

5.3.1 Perspective On Research And Networks

Based on the review and analysis described above and on the

information obtained when examining the evolution of the NRN, a
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perspective on scientific research and computer research networks was

developed. This perspective is depicted in Exhibits 5-4 and 5-5. In

Exhibit 5-4, research is divided into "activities on ground" and

"activities in space," and in both instances, the activities can be either

national or international. A single scientific research effort may

involve any of the possible combinations of research activities, i.e., on

ground, in space, national or international. Thus far, effort has focused

primarily on national (i.e., the United States) research activities on the

ground.

The types of United States computer research networks examined in

this study are listed in Exhibit 5-5 and include various types of

nationwide, mid-level and campus area networks. An inverted triangle is

used to depict the various sizes of networks and the relationship of

smaller networks to larger " ones. The adjectives "smaller" and "larger"

are used here to denote geographical areas rather than capacities. The

smallest network, a local area network (LAN), is at the bottom of the

inverted triangle, and the largest network, a national network (NN), is at

the top. LANs are interconnected to form a campus area network (CAN);

CANs are interconnected to form a mid-level or regional network (RN) which

may serve part of a state, the entire state, or more than one state; the

RNs are interconnected to form a nationwide network, which may be termed a

network, an internet or a metanetwork, depending upon the variety of

protocols used. A "network" uses the same network layer protocols

throughout; an "internet" uses several different network layer protocols

but all of its constituent networks use the same internet layer protocols;

and a "metanet" uses several different network and several different

internet layer protocols.

$.3.2 Networks Selected For Comprehensive Examination

Based on the perspective described above, the results of the analysis

of federal agencies' network use, and the information obtained when

describing the evolution of the NRN, the following networks were selected

for comprehensive examination in thisstudy (Please turn to page 5-18):
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I. Department of Defense (DoD) research networks: Advanced Research

Projects Agency Network (ARPANET), Defense Research Internet (DRI).

2. National Science Foundation Network (NSFNET): three level nctwork

including a national backbone, twenty-one mid-level networks, and over

250 campus networks.

3. National Aeronautics and Space Administration (NASA) networks: NASA

Science Internct (NSI), NASA Science Network (NSN), Space Physics

Analysis Network (SPAN), Numerical Aerodynamics Simulation Network

(NASNET), and NASA Communications (NASCOM).

4. Department of Energy research networks: Energy Science Network

(ESNET), Magnetic Fusion Energy Network (M'FENET), High Energy Physics

Network (HEPNET), LEP3NET (ACcrn accelerator experiment network), and

OPMODEL (An advanced satellite network).

5. BITNET (Before Its Time Network) and CSNET (Computer + Science

Network). BITNET and CSNET were included because so many researchers

and scientist(e.g.,those at NIH) use these networks.

The results of the examinations of these networks (also listed in

Exhibit 5-6) were used to develop the comprehensive network summaries

which are presented in Sections 6-10. These summaries, which were

developed using the model outlined in Exhibit 3-1, include the following

topics in the following order: history, type of network, purpose and

services, extent and size, topology, computers, media and link speeds,

protocols, administration, funding and future.

As a group, these selected networks, described in subsequent sections

of this report, serve researchers across the United States and have

worldwide connections. Individually, these networks are in different

states of development (i.e., from initial operation to being replaced),

and vary, for example, in size, capacity, protocols and services. The

information on these comprehensively examined networks will provide, in

subsequent subtasks, the data base for sizing a current and projecting a

future composite integrated computer research network.
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EXHIBIT 5-6. NETWORKS SELECTED

FOR COMPREHENSIVE EXAMINATION

° Department of Defense (DOD) research networks:

Advanced Research Projects Agency Network (ARPANET)

Defense Research Internet (DRI)

° National Science Foundation Network (NSFNET):

Three level network:

National backbone

Twenty-one mid-level networks

Over 250 campus networks

. National Aeronautics and Space Administration

(NASA) networks:

NASA Science Internet (NSI)

NASA Science Network (NSN)

Space Physics Analysis Network (SPAN)

Numerical Aerodynamics Simulation Network (NASNET)

NASA Communications (NASCOM)

° Department of Energy (DOE) research networks:

Energy Science Network (ESNET)

Magnetic Fusion Energy Network (MFENET)

High Energy Physics Network (HEPNET)

LEP3NET (A Cern Accelerator Experiment Network)

OPMODEL

5. BITNET (Before Its Time Network) and

CSNET (Computer + Science Network)
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SECTION 6

DEPARTMENT OF DEFENSE

RESEARCH NETWORKS

6.1 OVERVIEW

The Department of Defense's (DoD) research networks that will be

discussed in this study include the ARPANET (ARPA is the abbreviation for

Advanced Research Projects Agency, renamed as the Defense Advanced

Research Projects Agency, or DARPA) and DRI or the Defense Research

Internet. Since the ARPANET, now being replaced by DRI, has been a part

of the Defense Data Network (DDN), which in turn has been a part of the

Internet, summary information first will be provided on both the Internet

and the DDN. A second reason for providing information on the Internet is

that such information will also aid in understanding the development of

the other research networks discussed in this study. After the Internet,

the DDN and the ARPANET are described, a summary of DRI is presented.

6.2 THE INTERNET

The Internet was formed in 1983 when the Defense Communications

Agency (DCA) mandated the use of TCP/IP (Transmission Control Protocol

/Internet Protocol) for assessing all hosts connected to either ARPANET or

MILNET. The lnternet, as its name implies, is an internetwork of many

networks all using the TCP/IP protocol suite to access ARPANET or MILNET

hosts through gateways. The Internet has been known by several names.

Its original name was the ARPA Internet, named after ARPA, which was its

original funding agency. When ARPA became DARPA, the Internet was

sometimes called DARPA Internet. Since the Internet is now funded and

managed by a number of government and private organizations it is

sometimes called either the TCP/IP Internet or the Federal Research

Internet.

The Internet is primarily a United States network because that is

where it began and where most of its networks still are. However, it is
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considered a worldwide network, as some of its networks extend to several

continents. The Internet includes, as examples: the DDN which includes

ARPANET and MILNET; and NSFNET. MILNET and NSFNET are the main backbone

networks of the Internet, as the ARPANET is being replaced. Also,

numerous companies, schools and government agencies have local networks

that are part of the Internet. These local networks include ethernets,

token rings, and broadband local area networks. Estimates of the number

of hosts on the Internet range from 40,000 to 500,000; estimates of the

number of users on the Internet range from 500,000 to more than a million;

and estimates of the number of connected networks have exceeded 400. See

Exhibit 6-I which shows the growth of the Internet from 1983 to 1988, as

well as the major networks on the Internet.

The current purposes of. the Internet are to facilitate the sharing of

resources, the collaboration among researchers, and the testing of new

developments in networking. Some coordination of the entire Internet is

provided by the DDN Network Information Center (NIC) at SRI International

in Menlo Park, California and the Network Operations Center (NOC) at Bolt,

Beranek and Newman (BBN) in Cambridge, Massachusetts. The backbones are

funded mostly by government grants and the campus area networks are funded

mostly by local organizations. It is expected that as the major networks

migrate from TCP/IP to ISO/OSI specified protocols at the network and

transport levels, the role of the Internet will be taken over by the

National Research Network.

6.3 DEFENSE DATA NETWORK - DDN

The Defense Date Network (DDN) was created in 1982 as a parent or

umbrella operational military network made up of serveral existing or

planned DOD computer networks. The DDN is composed of several

operational, resource sharing, host-to-host networks which are linked by

controlled gateways, and which serve DOD facilities and non-DOD research

centers in the United States, the Pacific and European areas. It is made

up of several networks, and the main ones are the ARPANET, now being

replaced by DRI (see discussion below) and MILNET. MILNET is a long-haul

military network that was built using the results of the ARPANET
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research. Interconnection between MILNET and ARPANET is illegal, except

through government-approved gateways.

The DDN is a large military common-user data communications

internetwork operated for the DoD by the Defense Data Network Program

Management Office (DDN/PMO) of the Defense Communications Agency (DCA).

It uses the DoD Internet Protocol Suite, including TCP/IP and associated

application protocols. Thus, DDN is a TCP/IP internet which is a subset

of the Internet, discussed above.

6.4 ARPANET

6.4.1 History

The ARPANET is the oldest of the networks in the Internet, and like

the Internet (initially called ARPA Internet), was named after the agency

that funded it. In the late 1960's, DARPA administrators, recognizing

that their contractors tended to request the same computer resources,

decided to develop a network among the contractors that would allow them

to share such resources. In 1969, DARPA began a research program designed

to advance computer networking, and the experimental packet-switched

network that emerged was called ARPANET. The implementation of the

ARPANET, which was built by BBN, began in late 1969. It took several

years of experimentation before the ARPANET was made useful.

In 1979, the DoD interconnected several DoD long-haul computer

networks through a set of internet protocols so that they could share the

same backbone of node computers linked by high-speed (at that time)

telephone lines. The protocols were tested experimentally for several

years on the ARPANET and proved useful for creating the networking

environment wanted by DoD. In 1982, a DoD directive, that adopted for the

DoD a single set of communication protocols based on the ARPANET protocols

was issued. Later in 1982, another directive was issued to create the DDN

(discussed above).
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By 1983, the ARPANET, still considered an experimental network, had

grown to link over 300 computers, and many of these were used for

day-to-clay operational military purposes as well as for research. Given

the growing need for an operational network, the DoD evaluated several

network architectures and chose the DARPA lnternet architecture as the

model for its DDN. In the Fall of 1984 the original ARPANET was split

into two separate unclassified networks, a military research and

development network (ARPANET) and a military operational communications

network (MILNET). The split gave DARPA an unclassified military network

able to accomodate the DoD's growing operational needs, as well as a

network for experimentation like it had originally. Gateways

interconnected the two networks. Since then, the ARPANET has grown

rapidly, but this growth has made the network obsolete. By 1988, it was

clear that the ARPANET was no longer able to meet its users needs or to

serve as a research base. A plan to transfer its users to other more

advanced networks and to develop a new network experiment (DRI) was made

and this plan now is being implemented.

6.4.2 Type Of Network

The ARPANET began as an experimental research network, built by DARPA

and used by the DoD for computer science and networking research. As a

subnetwork of the DDN, it evolved into a network that facilitated resource

and information sharing in addition to providing a research base. It has

now become obsolete and is being replaced.

6.4.3 Purpose And Services

As noted above, the original purposes of the ARPANET were to share

resources and to provide a base for networking research. Thus, one of its

original goals was to advance the state-of-the-art in computer

networking. The designers of the network wanted to demonstrate that

computers, made by different manufacturers, of different sizes, and with

different operating systems, could communicate with each other across a

network. In addition to providing this research base, the network

ultimately provided the full range of services for exchanging messages and

for sharing resources, including E-mail, file transfer and remote access.
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Use of the ARPANET has been limited to users engaged in experimental

research for the United States government or government-sponsored research

at universities. Because it was not meant to compete with commercial

networks, it has not been intended for operational communication needs or

use by the general public.

6.4.4 Extent And Size

The ARPANET is a nationwide network. Currently, it has about 50

nodes with multiple hosts attached to each node. There are about 150

ARPANET hosts. These hosts are gradually moving to other networks.

6.4.5 Topology

The ARPANET topology can bc depicted by showing the location and

connectivity of its major nodes (See Exhibit 6-2). There are about 50

Packet Switched Nodes (PSNs) on ,the ARPANET. These nodes arc dispersed

across the continental United States.

6.4.6 Computers

The computers on the ARPANET serve as hosts, links to other nodes,

gateways, or some combination of these three uses. Access to

supercomputers is available either directly or through other networks in

the Internet.

6.4.7 Media And Link Speed

The backbone links which connect the Packet Switched Nodes (PSNs) on

the ARPANET are mostly 56 Kbps terrestrial lines. The DRI, which is

replacing the ARPANET and which is discussed below, will start with 1.544

Mbps links and will be phased to higher speeds as the demand grows.

6.4.8 Protocols

The ARPANET uses the TCP/IP protocols which were developed and tested
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on the ARPANET during the late 1970's and early 1980's. There were

several versions of the early NCP (i.e., network control protocols) and

several early versions of TCP. Since 1983, the network has used the

fourth version of the TCP/IP protocol suite.

6.4.9 Administration

An overview of the management structure for ARPANET is shown in

Exhibit 6-3. Policy and access control for the ARPANET are provided by

DARPA's Information Processing Techniques Office (IPTO). This has been

accomplished within the broad guidelines established for all DDN networks

by the Defense Communications Agency's (DCA) DDN Program Management Office

(DDN/PMO). Currently, operation and management are provided by the

DDN/PMO. From 1969 through 1973, while the ARPANET was developing, DARPA

managed and operated the network; after 1973, management and operation was

turned over to DCA. A Network Information Center (NIC), located at SRI

International in Menlo Park, California, provides user services to ARPANET

users via electronic mail, telephone and United States mail.

6.4.10 Funding

As noted in the discussion of ARPANET's history, the ARPANET was

initially funded through a research and development program sponsored by

DARPA. The building of the ARPANET and development of its protocols was

an IPTO program, which evolved into what became known as the Internet

Research Program. In addition to funding the ARPANET, the IPTO funds

research carried out on the ARPANET.

6.4.11 Future

The ARPANET is being replaced by the DRI (see discussion below).

Users are being transferred to other networks (e.g., the NSFNET) and to

the DRI.
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6.5 DEFENSE RESEARCH INTERNET - DRI

6.5.1 Impetus For DRI

The impetus for the development of the Defense Research Internet

(DRI) was the growing obsolescence of the ARPANET. This obsolescence was

indicated by the overloading on the ARPANET, the ARPANET's inability to

continue as an adequate research base, and the ARPANET'S use of a

significant fraction of DARPA's resarch budget for what is considered a

support function. The DoD solved the problem of ARPANET being too slow

and too expensive by eliminating the source of the problem, i.e., the

ARPANET, and by developing a follow-on network experiment which became

known in 1988 as DRI.

6.5.2 DRI And The FCCSET Recommendations

The DRI is key to DARPA's plans for helping to implement the FCCSET

recommendations. DARPA's plans by FCCSET phase are as follows:

1. FCCSET Phase 1: ARPANET becomes DRI.

2. FCCSET Phase 2: DRI moves toward DS3.

3. FCCSET Phase 3: Research program in gigabit/second networking.

6.5.3 Purposes And Goals Of DRI

The purposes of DRI are:

I. To advance networking research (ultimately, gigabit/second

technology).

2. To support Defense Command, Control and Communication (C3)

requirements.

3. To support DARPA wideband research applications, a focus will be on

parallel computing.

4. To provide a better model for funding testbeds (e.g., for researching

policy based routing).

The DRI performance goals are as follows:

1. Provide megabit/second and above service.
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2. Provide easy connection to other government and commercial networks.

3. Make the difference between LANs and WANs (Wide Area Networks)

transparent.

4. Support data transfer between local workstation and distant advanced

parallel computer servers.

6.5.4 DRI Plans

As presently envisoned, the DRI will:

1. Begin with 1.544 Mbps link speeds and phase to higher and higher

speeds with the intent of eventually reaching Gbps performance.

2. Begin with TCP/IP protocols and transition to OSI and more advanced

protocols.

3. Internet with other federal.agencies:

a. It will cooperate with FRICC for links (it is participating in the

National Network Testbed-NNT and the Research Interagency Backbone-

RIB);

b. It will cooperate with NASA and SDI for competitive acquisitions of

gateways (RIG - Research Interagency Gateways).

c. It will support Gbps network research (It is supporting, with NSF,

NRI research)

4. Transition from ARPANET to DRI in the following phases, with the death

of ARPANET occurring in FY91:

a. Phase h Rapid restructuring of most costly portions of ARPANET

(e.g., by using the NNT program).

b. Phase 2: Install RIB and use part of it as ARPANET backbone.

c. Phase 3 and beyond: Support the ARPANET community via the DRI

network.

5. The National Network Testbed (NNT), discussed in Section 4 on A

National Research Network, will provide some of the initial

transmission links for DRI. See Exhibit 6-4 which shows the current

NNT backbone topology. Additional NNT sites are: SRI (San

Francisco), ISI (Los Angeles), Fort Bend (Chicago), CMU (Pittsburgh),

DARPA and DCA (Washington, DC), Rome and CECOM (New York), BBN

(Boston). All links are Tl. Also, as the Research Interagecny

Backbone is developed, it will provide transmission links for DRI.

Page 6-11



/
/

\

2

'oH

e_

(/3
(b

EXHIBIT 6-4. Current NNT Topology

Pase 6-12



SECTION 7

NATIONAL SICENCE FOUNDATION

NETWORK - NSFNET

7.1 OVERVIEW

NSFNET currently is a three-level network which includes a nationwide

backbone, twenty-one mid-level networks, and over 250 campus area

networks. NSFNET and its mid-level networks are described in detail using

the CRN model presented in Section 3. While the mid-level networks are

significant networks, they are described together. That is, the NSFNET

and the mid-level networks are treated as a single entity when applying

the CRN model. For example, the history of NSFNET and the histories of

the mid-level networks are discussed in a single section.

7.2 HISTORY

As noted earlier in the section on "A National Research Network," the

impetus for the NSFNET came from the 1969 through 1984 development of a

number of early academic and research networks and the establishment, in

1984, by the National Science Foundation (NSF) of the Office of Advanced

Scientific Computing (OASC). This office initiated programs to develop

supercomputer centers and to develop network access to them. The name

given to the network that provides this access, as well as access to other

centers and networks, is NSFNET.

7.2.1 Initial NSFNET Backbone

The initial NSFNET network became operational in the summer of 1986

and, as a six-node network, interconnected six supercomputer centers. One

of these centers was already operating when OASC was established, and the

other five were funded in 1985. The six supercomputer centers are:

1. NCAR - The Scientific Computing Division of the National Center for

Atmospheric Research at Boulder, Colorado (already operating when

OASC was established);
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2. JVNC - The John yon Neumann Center at Princeton University;

3. NCSA - The National Center for Supercomputer Applications at the

University of Illinois;

4. PSCAA The Pittsburgh Supercomputer Center Academic Affiliates

located in Pittsburgh;

5. SDSC - The SanD;ego Supercomputer Center at University of

California at San Diego; and

6. The Theory Center (A production and experimental supercomputer

center at Cornell University).

Also existing at that time and included as NSFNET members were the

supercomputer consortia networks associated with the JVNC and the SDSC,

the NCAR satellite network sites that made up the University Satellite

Network (USAN) and the ARPANET sites.

7.2.2 Evolution To A Three-Level Network

By the fall of 1987, the NSFNET included the six supercomputer

centers as backbone sites, six mid-level networks associated with these

supercomputer centers, seven mid-level regional or discipline-based

networks, and a variety of academic and commercial campus networks

connected to the mid-level networks. The following are the names of the

networks that, at the time, made up the first two levels of this three

level NSFNET internetwork:

NSFNET Backbone Sites:

1. Cornell National Supercomputer Facility;

2. John yon Neumann National Supercomputer Center;

3. National Center for Atmospheric Research;

4. National Center for Supercomputing Applications;

5. Pittsburgh Supercomputing Center; and

6. San Diego Supercomputer Center.

Mid-Level Networks:

1. Supercomputer center mid-level networks:

a. NYSERNET - New York State Education and Research Network (Cornell);

b. JVNCNET - John yon Neumann National Supercomputer Center Network;
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c. USAN- University Satellite Network (NCAR);

d. NCSANET - National Center for Supercomputing Applications Network;

e. PSCNET - Pittsburgh Supercomputing Center Network; and

f. SDSCNET - San Diego Supercomputer Center Network.

2. Regional mid-level networks:

a. BARRNET - Bay Area (No. California) Regional Research Network;

b. MERIT - Membership consortium of Michigan universities;

c. MIDNET - Membership consoritum of midwestern universities;

d. NORTHWESTNET - Membership consortium in Northwest;

e. SESQUINET - Texas Sesquicentennial Network;

f. SURANET - Southeastern Universities Research Association Network;

g. WESTNET - Consortium of five western states: AZ, CO, NM, UT, and

WY.

Camous Networks

In the Fall of 1987, over 140 campus networks were connected to these

mid-level networks.

7.2.3 New NSFNET Backbone

While the growth in the NSFNET was expected and welcomed, it caused a

number of major problems for the network which was fast approaching the

limits of its capacity. By the summer of 1987, it was apparent that the

NSFNET lacked sufficient trunking speed as well as trunking lines; the

three-layer topology model (backbone, mid-level and campus) was incomplete

and led to routing difficulties; and there were not enough people,

supported and funded, to maintain and operate the current network.

Consequently, in June 1987, the NSF issued a solicitation to upgrade,

manage and operate the backbone. In November 1987, the NSF awarded a

five-year grant to MERIT Inc. to reengineer and manage the NSFNET

backbone. MERIT Inc. is a nonproft membership consortium made up of eight

Michigan universities that provides funding and sets policy for the

sixteen-year old MERIT Computer Network.

The MERIT plan, which was designed to improve performance of the

NSFNET and to accommodate growing numbers of users, included the following
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network objectives: greater connectivity; very high bandwidth and very

low error rates; the ability to dynamically modify topology and bandwidth;

diversity in trunking paths; and a network that is dependable,

cost-effective and robust. These objectives are being achieved by MERIT

with assistance from its research partners, IBM and MCI. IBM is assisting

with the hardware and software needed to implement the packet switching

and network management facilities. MCI is playing the key role in

providing the transmission backbone. The plan is being implemented in a

phased manner. The phases are:

1. phase 1 : New, primarily fiber optics-based transmission backbone

connecting the six supercomputer centers and the seven regional

mid-level networks; DSI point-to-point service with the ability to

dynamically vary the traffic flow and the underlying bandwidth of the

circuit network; and New Management and Information Services.

2. Phase 2: Upgrade backbone to DS3 point-to-point service; migration

from underlying TCP/IP protocols to ISO/OSI standards.

Phase I is expected to be completed in 1989 and Phase 2 completion is

anticipated to be sometime in the early 1990's.

7.2.4 Current NSFNET

By the Spring of 1989, the following changes had taken place in the

three level NSFNET internetwork:

NSFNET Backbone Sites:

The following seven sites had been added to the original six supercomputer

sites (These seven sites are associated with the seven regional mid-level

networks as noted after the name of each site):

1. Rice University (SESQUINET);

2. Standford University (BARRNET);

3. Univeristy of Maryland (SURANET);

4. University of Michigan (MERIT);

5. University of Nebraska (IVIIDNET);

6. University of Utah (WESTNET); and

7. University of Washington (NORTHWESTNET).
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Mid=Level Networks:

The following eight mid-level networks were added to the thirteen included

in 1987:

1. CERFNET - California Education and Research Federation Network.

2. CICNET - Committee on Institutional Cooperation;

3. LOS NETTOS - A Los Angeles LAN.

4. MRNET - Minnesota Regional Network; and

5. NEARNET - New England Academic and Research Network.

6. OARNET - Ohio Academic Resources Network;

7. PREPNET - Pennsylvania Research and Economic Partnership Network.

8. THENET - Texas Higher Education Network.

_amDus Networks:

The number of campus networks had increased from over 140 in 1987 to over

240 in 1989.

The names and locations of all the networks making up the three level

NSFNET internetwork are presented in a subsequent section on Topology.

7.2.5 Histories Of Mid-Level Networks

The following are brief summaries of the histories of each of the

twenty-one mid-level networks currently included in the NSFNET:

The Oriainal Six SuoercomDuter Center Mid-level Networks

I. JVNCNET: This network, which is a consortium network that serves seven

north-east states (New Jersey, Pennsylvania, New York, Connecticut, Rhode

Island, Massachusetts, and New Hampshire), Colorado and Arizona, is

associated with one of the original NSFNET backbone sites, the John von

Neumann Supercomputer Center (JVNC) which was establishedin 1985.

2. NCSANET: The National Center for Supercomputer Applications Network,

which connects universities in the three mid-western states of Illinois,

Indiana and Wisconsin, is associated with one of the original NSFNET

backbone sites. The supereomputer center, NCSA, was established in 1985,

NCSANET was connected to the NSFNET backbone in 1986, and the universities
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were connected to each other from 1986 through 1988.

3. NY$ERNET: The New York State Education and Research Network

(NYSERNET), which is a collaborative effort of a group of universities,

the state of New York, several commercial corporations and NSF, was

organized in 1985 and is associated with one of the original NSFNET

backbone sites, i.e., the supercomputer center at Cronell which was also

established in 1985.

4. PSCN]_T: PSCNET, the Pittsburgh Supercomputing Center (PSC) Academic

Affiliates Group Network, serves sites in Pennsylvania, Michigan, Oklahoma

and Maryland. This network is associated with one of the original NSFNET

backbone sites, the PSC which was established in 1985 and which is a joint

project of a private university, a state university and a large

corporation.

5. SDSCNET: The San Diego Supercomputer Center Network is associated with

the SDSC, one of the original NSFNET backbone sites, and provides services

to the six states of California, Arizona, Utah, Washington, Wisconsin, and

Maryland. It started with one node in 1986, expanded to nearly two dozen,

and then lost several nodes to other mid-level networks of NSFNET.

6. USAN: The University Satellite Network connects eight universities,

laboratories and institutes in Oregon, Wisconsin, Michigan, Massachusetts,

Maryland, Florida, and Mississippi to the National Center for Atmospheric

Research in Colorado.

Reaional Mid-Level N¢twork_

I. BARRNET: The San Francisco Bay Area Regional Research Network, which

serves Northern California, was established in mid-1986 and became

operational in mid-1987. It is the logical successor to a San Francisco

Bay Area interconnection between Northern California universities, known

as the BayBridge created in 1985.

2. MERIT: The MERIT Network, which serves the state of Michigan, began as

an interuniversity network in the early 1970s and evolved into a mid-level
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NSFNET network. MERIT, Inc., which manages MERIT, was awarded the NSF

grant to develop, manage and operate the new NSFNET backbone network.

3. MIDNET: MIDNET, which serves mid-western universities in the states of

Nebraska, Iowa, Illinois, Missouri, Kansas, Oklahoma and Arkansas, was

conceived in 1985, funded in 1986, and became fully operational in the

Fall of 1987. The network connects to the NSFNET backbone at the

University of Nebrasks-Lincoln.

4. NORTHWESTNET: NORTHWESTNET, which provides services to the six states

of Alaska, Washington, Oregon, Idaho, Montana, and North Dakota, grew from

the collaboration of WICHE (Western Interstate Commission for Higher

Education), the Northwest Academic Forum, and Boeing Computer Services.

This network was connected .to the NSFNET and the sites across the six

states were interconnected during the 1987-1988 time period.

5. _: SESQUINET, which is the Texas Sesquicentennial Network

designed to interconnect research campuses in the state of Texas, was

initiated at Rice University in 1986, was expanded primarily in the

Houston area in 1987 when it was named to honor the state's 150th

anniversary, and could eventually serve the entire state.

6. SURANET: SURANET is a project of the Southeastern Universities

Research Association (SURA) and serves thirty-five research universities

in twelve southeastern states (Maryland, Virginia, West Virginia,

Kentucky, Tennessee, Alabama, Mississippi, Louisiana, Florida, Georgia,

South Carolina, and North Carolina) and the District of Columbia. Plans

for SURANET began in 1983 and the network became operational in 1987.

7. WESTNET: The history of WESTNET, whose member are universities from

the five states of Arizona, Colorado, New Mexico, Utah, and Wyoming, began

with two state-funded networks: New Mexico Technet established in 1983

and Colorado SuperNet established in 1986. The universities from all five

states were connected to the NSFNET backbone during the period from the

Fall of 1986 to the Spring of 1988. WESTNET's goal is to evolve into a

collection of relatively autonomous state networks.
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New Mid-Level N¢twork_

I._ERFNET: The California Education and Research Federation Network

(CERFNET) is a communications network linking academic, government and

industrial research facilities across California. CERFNET, created for

the purpose of advancing science and education in Californai, was

organized in early 1988. Its pilot network was operational in late 1988,

and all of its 39 sites will be connected by late 1989.

2. CICNET: The Committee on Institutional Cooperation Network, which

connects institutions of higher education in the seven midwest states of

Illinois, Indiana, Iowa, Michigan, Minnesota, Ohio and Wisconsin, was

planned in 1987, funded in 1988 and is expected to be operational in 1989.

3. ]_$..._: This is a Los Angeles area network operated by its member

organizations which include universities and research laboratories. Five

organziations were connected to the network by the Spring of 1989, and

seven other organizations are expected to join the network soon.

4. MRNET: The Minnesota Regional Network, which connects organizations

such as Control Data, Cray Research, Honeywell, the Minnesota

Supercomputer Center, and the University of Minnesota, was organized in

1987 and was operational in 1988.

5. NEARNET: The New England Academic and Research Network (NEARNET),

which connects academic and research organizations in New England, became

operational in early 1989. It plans to serve the needs of 50 colleges and

universities, industrial sites, and other organizations throughout New

England by 1993.

6. _: The Ohio Academic Resources Network, which connects most of

the academic institutions in the state of Ohio, was established in 1987 to

provide statewide access to the Ohio Supercomputer Center. It is now

being expanded to provide access to other facilities.

7. PREPNET: The Pennsylvania Research and Economic Partnership Network

(PREPNET), which links academic, industrial and public sector researchers
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in the state of Pennsylvania, was developed by seven founding

universities, Bell of Pennsylvania, and the Commonwealth of Pennsylvania.

8. THENET: The Texas Higher Education Network, which is a state network

that serves academic, medical, research and corporate institutions in

Texas, evolved out of three main projects: the 1984 linking of the

University of Houston and Texas A&M; the 1984 interconnecting of the

medical institutions in Texas; and the 1986 creation of the University of

Texas System Network.

7.3 TYPE OF NETWORK

While NSFNET began in. 1986 as a communication network to facilitate

access to NSF supercomputer centers, it has evolved into a general purpose

internet for research and scientific information exchange. NSFNET is an

interconnected set of campus, regional, consortium and backbone networks.

Physically, it comprises a set of networks, lines, and gateway computers.

Because all of the NSFNET networks do not use the same internet and

transport protocols, NSFNET is actually a metanetwork, or a network of

internets.

As suggested above and as noted in the section on "History," the

NSFNET is a three level internetwork consisting of a backbone, mid-level

networks and campus networks. The backbone is a transcontinental network

that connects the mid-level networks and NSF-funded supercomputer

centers. The mid-level networks include regional, discipline-based and

supercomputer consortium networks. The campus networks, which are

connected to the mid-level networks, include both academic and commercial

networks.

7.4 PURPOSE AND SERVICES

The general purpose of the NSFNET internet and its networks is to

facilitate the sharing of information and resources for research and

scientific goals. More specifically, the primary purpose of each of the
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six Supercomputer Center Networks is to provide users with access to the

supercomputers; a secondary objective is to provide users with access to

other networks. Simarily, the objectives of the other fifteen mid-level

regional or pilot project networks are to provide users with access to

other networks and to the supercomputers. Finally, the objectives of the

campus networks are to provide users with access across campus, to other

campuses in the network, to other networks and to supercomputer centers.

The NSFNET provides the full range of services for exchanging

messages and for sharing resources. For examples it provides such

services as: E-mail, remote Iogin, file transfer, remote device access and

shared memory.

7.5 EXTENT AND SIZE

NSFNET is a nationwide network (including Alaska and Hawaii). Its

national backbone connects seventeen mid-level networks which may be

regional networks, consortia networks, or pilot projects. The mid-level

networks, each of which connects one or more campus networks or individual

resources like national research centers, interconnect over 240 academic

and commercial campus networks.

An estimate of the number of users can be made by multiplying the

number of organizations on NSFNET by the number of users at each

organization. Using the number of networks (i.e., over 240) as a rough

count of organizations and 1000 as a conservative estimate of the number

of users per organization, an estimate of the number of users on NSFNET

would be close to a quarter of a million. This number would be even

greater if all users who had indirect access to NSFNET (i.e., users on the

Internet but not a part of NSFNET) were included.

7.6 TOPOLOGY

The NSFNET topology can be depicted by showing the location and

connectivity of its backbone sites (i.e., its mid-level networks connected
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by its backbone) and by showing the location and connectivity of the

campus networks that make up each mid-level network.

7.6.1 Overall NSFNET Topology

The overall NSFNET configuration is diagramed in Exhibit 7-1. This

exhibit shows the NSFNET backbone, that is, the name, location and

connectivity of the six Supercomputer Center Networks and the seven

mid-level regional networks. Also indicated, is the TI link speed for the

entire backbone. As noted earlier, the thirteen NSFNET backbone sites

associated with these thirteen networks are (from West to East):

1. NORTHWESTNET - University of Washington.

2. BARRNET - Stanford University.

3. SDSCNET - San Diego Supercomputer Center.

4. WESTNET - University of Utah.

5. USAN - National Center for Atmospheric Research.

6. MIDNET - University of Nebraska.

7. SESQUINET - Rice University.

8. NCSANET - National Center for Supercomputing Applications.

9. MERIT - University of Michigan.

I0. PSCNET - Pittsburg Supercompter Center.

11. NYSERNET - Cornell National Supercomputer Facility.

12. JVNCNET - John van Neuman National Supercomputer Center.

13. SURANET - University of Maryland.

7.6.2 Topology Of Thirteen Mid-Level Netowrks

The topologies of the thirteen mid-level networks are presented in

Exhibits 7-2 through 7-14 as listed below. The names of the major nodes

(For node abbreviations see Exhibit 7-23), the connectivity and the link

speeds are indicated for each network.

1. NORTHWESTNET - Exhibit 7-2.

2. BARRNET - Exhibit 7-3

3. SDSCNET - Exhibit 7-4.

4. WESTNET - Exhibit 7-5.

5, USAN - Exhibit 7-6.

6. MIDNET - Exhibit 7-7.

7. SESQUINET - Exhibit 7-8.
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8. NCSANET - Exhibit 7-9.

9. MERIT - Exhibit 7-10.

10. PSCNET - Exhibit 7-11.

l 1. NYSERNET - Exhibit 7-12.

12. JVNCNET- Exhibit 7-13.

13. SURANET - Exhibit 7-14.

(Please turn to page 7-26)
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EXHIBIT 7-12. NYSERNET Topology.
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EXHIBIT 7-13. JVNCNET Topology.
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EXHIBIT 7-14. SURANET Topology.
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7.6.3 Topology Of Eight New Mid-Level Netowrks

The topologies of the eight new mid-level networks are presented in

Exhibits 7-15 through 7-22. The names (For node abbreviations see Exhibit

7-23) of the major nodes, the connectivity and the link speeds are

indicated for each network. The networks and their topologies are

presented as follows:

1. CERFNET - Exhibit 7-15.

2. CICNET - Exhibit 7-16.

3. LOS NETTOS - Exhibit 7-17.

4. MRNET - EXHIBIT 7-18.

5. NEARNET - Exhibit 7-19.

6. OARNET - Exhibit 7-20.

7. PREPNET - Exhibit 7-21.

8. THENET - Exhibit 7-22.

7.6.4 Campus Area Networks

The current list of campus area networks, by mid-level network,

appears in Exhibit 7-23.

7.7 COMPUTERS

The computers in NSFNET serve as hosts, links to other nodes, gateways

or some combination of these three uses. They range in size from small

microcomputers to supercomputers. The supercomputers at the six

supercomputer centers are described below.

1. Cornell Theory Center: The Center's current configuration is an IBM

3090 600/E with six vector processors and five attached FPS 264

scientific computers, connected by high-speed bus for parallel

processing. The system offers 256 Mbytes of memory, 512 Mbytes of

storage, 115 Gbytes of disk storage, and a peak throughput of 886

Mflops. In addition, an IBM 4381 and two FPS 164 processors provide a

development environment.

(Please turn to page 7-39)
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(THEnet)
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UT Sam Antonio 4.
WilfoM Hall Medictl Ce_te:
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EXHIBIT 7-22. THENET Topology.
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EXHIBIT 7-23,

NORTHWESTNET

Alaska, University System
Battelle (Richland)
Boeing Computer System
Idaho, U of
Montana State U

N. Dakota Higher Educ.
Oregon, U of
Oregon, Graduate Center
Oregon State U
Washington, U of
Washington State U

Advanced Decision Systems
Apple Computer Corp.
Bionet/lntclligenetics
Cal State Sacramento

CA, U of, Berkeley
CA, U of, Davis
CA, U of, San Francisco

• CA, U of, Santa Cruz
cisco Systems, Inc.
ESL (TRW)
Excelen
FMC Inc.
Hewlett Packward Labs
Kestrel Institute

Lawrence Berkeley Lab
Lawrence LIvermore Nat'l Lab

Monterey Bay Research
NASA Ames Research Center
SRI Internat.
Stanford U

Sun Microsystems
Tandem Computers Inc.
Teknowledge
US Geological Survey
Xerox PARC
3Corn

SDSCN T
Agoron Institute
Calif. Institute of Tech
CA. U of, Irvine
CA, U of, Riverside
CA, U of, Santa Barbara
CA, U of, San Diego

CA, U of, Los Angeles
Hughes Network Systems
Kit Peak Observatory, AZ .
Maryland, U of
San Diego Supercomputer Center
San Diego State University

Campus Area Networks

SDSCNET (Cont.)
Scripps Institute
Utah, U of
Washington, U of

WESTNET
Air Force Weapons Lab

Apache Point Observatory
Arizona, U of
Arizona State U
Boise State U

Brigham Young U
Colorado Alliance of Res Lib.
Colorado, U of, Boulder
Colorado, U of, Col Spr
Colorado, U of, Denver
Colorado, U'of No.
Colorado School of Mines
Colorado State U
Denver U

Ford Aerospace
Los Alamos Nat Lab
NCAR

Nat Sunspot Observatory
New Mexico Institute of Min/Tech
New Mexico Technet

New Mexico, U of
New Mexico, U of, Los Alamos
New Mexico State U
Rockwell International
Sante Fe Institute

Utah, U of
Utah State U

U.S. Geological Survey
Wyoming, U of

Institute for Naval Ocean.
Miami, U of
NCAR
Naval Res Lab

Oregon State U
Penn State U

Wisconsin, U of
Woods Hole Ocean. Institution

Page 7-35

Arkansas, U of
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Iowa State U

Iowa, U of
Kansas State U
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- EXHIBIT 7-23. Campus Area Networks

MIDNET (Cont.)
Missouri, U of, Kansas City

Missouri, U of, Rolla
Missouri, U of, St Louis
Nebraska, U of, Lincoln
Nebraska, U of, Omaha
Oklahoma State U

Oklahoma, U of
South Dakota, U of
Tulsa, U of
Washington U

Baylor College of Medicine
Computational Logic, lnc
Convex, Inc
Houston Area Research Center

Houston, U of
Lockhead Austin Div

Merit Technologies
Microelectronics & Computer Cons.
Prairie View A&M U
Rice U

Rockwell, Inc.
Schlumberger
Southwest Research Institute
Texas A & M U
Texas Southern U

Texas, U of, Austin
Texas,
Texas,
Texas,
Texas,
Texas

U of, Dalla-.
U of, HSC San Antonio

U of, Houston
U of, San Antonio
Instruments

NCSANET
Argone Nat'l Lab
Fermi Nat'l Lab

I11, U of, Chicago
NCSA/U of I11
Notre Dame U

Wise, U of, Milwaukee
Wise, U of, Parkside

MEaIT
Ann Arbor

Cheboygen
Dearborn
Detroit
East Lansing
Flint
Grand Rapids

Houghton

(Continued)
MERIT (Cont.)

Kalamazoo

Marquett
Mt Pleasant
Rochester

Saginaw
Telenet

Traverse City
Troy, NY
Tymnet
Washington, DC
Ypsilanti

PSCNET
Maryland, U of
NASA Lewis
Ohio State U

Pittsburgh Supercomputer Center

 Y.aSf.R. LLT
Alfred U
Brookhave Nat Lab

City U of NY
Clarkson U
Columbia U
Corneli U
Eastman Kodak
General Electric
Hartford Grad Center
IBM
New York U
NYNEX Sci & Tech

Polytechnic U
Rensselaer Polytechnic Inst.
Rochester, U of
Rockfeller U
Rome Air Devop Center
SmithKline & French

SUNY Albany

SUNY Binghamton
SUNY Buffalo

SUNY Oswego
SUNY Stony Brook
Syracuse U
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Arizona, U of
Bellcore
Bell Labs
Boston U
Brown U
Colorado U
Columbia U



EXHIBIT 7-23.

JVNCNET(Cont._
Dartmouth U

Harvard U
Massachusetts, U of
MIT
New York U
NJIT

Northeastern U
Penn State U

Penn, U of
Princeton U

Rutgers U
Siemens Corp
Stevens Inst. of Tech

Wesleyan U
Yale U

Campus Area Networks

(Continued)

SURANET
Alabama, U of, Birmingham
Alabama, U of, Tuscaloosa
Catholic U
Clemson U
Continuous Elec Beam Accel Fac
Delaware, U of
Florida State U

Florida, U of
Gallaudet U

George Mason U
George Washington U
Georgetown U
Georgia, U of
Georgia Institute of Tech
John Hopkins U

Kentucky, U of
Louisiana State U

Maryland, U of
Miss State U
Naval Research Lab, DC
Naval Research Lab, Orlando
NASA Goddard

NASA Langley
National Bureau of Standards
National Cancer Institute
Nat lnst of Env Health Sciences
Nat lnst of Health

Nat Radio Astronlmy Observ
Nat Science Found

Oak Ridge Nat Labs
Old Dominion U
South Carolina, U of

Supercomputer Res Center
Tenn, U of

Triangle U Computation Center
Page 7-37

SURANET(Cont._
Duke U

North Carolina, U of
North Carolina State U

US Geological Survey
Vanderbilt U

Virginia, U of
Virginia Commonwealth U
West Virginia U
Virginia Polytechnic U
William & Mary College

CERFNET

Agouron Institute
Calif Institute of Tech

Caljf State U Network

CA, U of, Los Angeles
CA, U of, Riverside

CA, U of, San Diego
CA, U of, Santa Barbara

Claremont Colleges
Hughes Aircraft
Occidental College
Qualcomm Inc
Research Institute of Scripps
Salk Institute
San Diego Supercomputer Center
San Diego, U of
Science Applications Inf Corp
South West Research Labs

Chicago, U of
I11, U of, Chicago
I11, U of, Urbana/Carb
Indiana U

Iowa, U of
Minnesota, U of
Michigan, U of
Michigan State U
Northwestern U
Ohio State U

Wisconsin, U of, Madison

Calif Institute of Tech

CA, U of, Los Angeles
IBM

ISI (Stanford)
JPL
NOSC

Rand

San Diego Supercomputer Center



EXHIBIT 7-23. Campus Area Networks

LOS NETTOS (Cont._
TRW
TIS

University of So. CA

Carleton College
lVtinn Supercomputer Center
Network Systems Corp
Control Data Corp

Cray Research
Honeywell
Mayo Foundation
St Olaf College
3M Company
Minn, U of

NEARNET
BBN, Inc
Boston U
DEC

Encore Computer Corp
Harvard U
MIT
MIT Lincoln Lab

Thinking Machines Corp

OARNET
Akron, U of
Bowling Green State U
Case Western U
Central State U
Cincinnati, U of
Cleveland Clinic

Dayton
Hiram U
Kent State U
Malone U

Medical College
Miami, U of
NASA Lewis
Ohio Data Network
Ohio U
Ohio State U

Toledo, U of
Wright State
Yougstown

Carnegie Mellon U
Drexel U

Lehigh U
PA, U of

(Contiaued)

PREPNETCoat._
PA State U

Pittsburgh Supercomputer Center
Pittsburgh, U of
Temple U

Abilene Christian U

Baylor U
East Texas State U

Houston, U of
Pan American U
Prarie View A&M
Rice U
Sam Houston State U
Southwest TX State U

TX, U of, Austin
11 sites

TX, U of, Dallas
7 sites

TX, U of, El Paso
TX, U of, Health Sci,

Houston, 3 sites
TX, U of, Health Sci,

San Antonio, 6 sites
TX, U of, Health Center

Tyler
TX, U of, MD Adersen Cancer
TX, U of, Marine Sci Inst
TX, U of, McDonald Obser
TX, U of, Medical, Galveston
TX, U of, Permian Basin
TX, U of, West TX Lands Mgmt
Texas A&M
Texas Tech U
U of North TX
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2. John yon Neumann SupercomputerCenter: The center maintains two CYBER

205 supercomputers and plans to enhance its facilities by adding the

ETA-10 Class VII supercomputer, which will be the fastest nonclassified

supercomputer in the world. The ETA-10 will have eight processors and

256 Mbytes of memory.

3. National Center for Atmospheric Research: The center has a Cray

X-MP/48 supercomputer with four processors and eight million 64-bit

words (64 Mbytes) of memory, and 256 million words of storage. It also

has a Cray-lA supercomputer with one processor, one million 64-bit

words of memory, and four Gbits of disk storage. The center has some

of the most comprehensive data archives in the world.

4. National Center for Supercomputer Applications: NCSA operates a Cray

X-MP/48 supercomputer running the Cray Time Sharing System (CTSS). It

has four CPUs, eight million 64-bit words of memory and 21 Gbytes of

on-line disk capacity. NCSA also operates a Cray 2S/4-128 running

UNICOS operating system.

5. Pittsburgh Supercomputer Center: The equipment in the PSC ranges from

the Cray X-MP/48 through the VAX 8650 front-ends to high-function

engineering workstations, personal computers and special-purpose

graphics devices.

6. San Diego Supercomputer Center: The supercomputer at SDSC is a Cray

X-MP/48 running the Cray Time Sharing Syste_m (CTSS) interactive

operating system. It has four CPUs, eight million 6d-bit words of

memory, a peak speed of 840 Mflops, and 14.4 Gbytes of disk storage.

7.8 MEDIA AND LINK SPEED

The media and link speeds for NSFNET are described in this section for

each level of NSFNET's three level internetwork: its backbone, its

mid-level networks, and its campus networks.
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7.8.1 Backbone

The initial backbone, which became operational in 1986, was composed

of 56 Kbps links between six supercompueter centers. In early 1988, the

NSFNET backbone was expanded to connect thirteen network hubs and an

upgrade to T1 links (i.e., 1.544 Mbps) was begun. The full upgrade to TI

speeds was completed in 1989 (As noted earlier in Exhibit 7-1) and the

move to 45 Mbps is projected for the early 1990s.

The NSFNET backbone uses MCI's fiber-optic network which incorporates

advanced switching technologies. Hardware and software from IBM

comprising the Nodal Switching Subsystems (NSS) are used for routing and

packetizing data for transmission over the MCI network. One NSS is

located at each of the thirteen hub sites. Each NSS is composed of nine

IBM RT/PCs, each connected to two token ring networks for redundancy.

There is a Routing Control Processor (RCP) within each NSS which mediates

routing information between NSSes. These advanced technologies will make

it possible to dynamically vary the traffic flow and the underlying

bandwidth of the circuit network.

7.8.2 Thirteen Original Mid-Level Networks

The media and link speeds for each of the thirteen original mid-level

networks are discussed below. As noted earlier, these link speeds are

indicated on the network topologies in Exhibits 7-2 through 7-14. The

network link speed discussions are presented in the same order as those

for mid-level topologies, i.e., from West to East.

1. NORTHWESTNET: This network is a ring of land circuits with a satellite

spur to Alaska. On the northwestern segment, 56 Kbps circuits connect

the University of Oregon, Oregon State University, the Oregon Graduate

Center, Boeing Computer Services, the University of Washington,

Washington State University, and the University of Idaho. On the

reaminin8 segment, 9.6 Kbps circuits (running at 19.2 Kbps with Fujitsu

modems) complete the ring, connecting the University of Idaho, Montana

State University, North Dakota State University, and the University of

Oregon. The University of Washington is connected to the University of
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Alaska (Fairbanks) via a 56 Kbps satellite link. The Alaska and North

Dakota nodes connect statewide networks to NORTHWESTNET. NORTHWESTNET

routes traffic to the NSFNET backbone via T1 cicuits from the Nodal

Switching Subsystem at the University of Washington to the San Diego

Supercomputer Center, and by satellite from Oregon State University to

the National Center for Atmospheric Research.

2. BARRNET: BARRNET was the first to operate entirely with T-I

interconnection, 1.544 Mbps speeds, between connected campus networks.

Recently, however, some business sites have connected with a link speed

of 56 Kbps. BARRNET It is connected to the NSFNET backbone through a

TI link from Stanford.

3. SDSCNET: This consortium network of the SDSC is modeled after MFENET

(discussed under ESNET in a susbsequent section). It uses mostly 56

Kbps terrestrial and satellite links centered on SDSC which is tied to

the NSFNET backbone. There are a few TI links, e.g., to NCAR and to

the University of Washington.

4. WESTNET: Long-haul links in WESTNET are mostly 56 Kbps links.

Currently, it has two plugs into the NSFNET backbone: the Network

Switching Subsystem (NSS) at the NCAR and the NSS at the University of

Utah (UU). Arizona, Colorado, New Mexico and Utah have direct circuits

into the gateways at NCAR and UU. Plans for upgrading selected

circuits to TI speeds will be considered after the NSFNET backbone

stabilizes.

5. USAN: The University Satellite Network connects seven United States

sites to the NCAR via Ku-band satellite links that use Very Small

Aperture Terminal (VSAT) technology. The nominal speeds are 56 Kbps to

NCAR and 224 Kbps in the broadcasts to each of the sites. File

transfers from NCAR to the remote sites have been measured at up to 70

Kbps, and transfers from the remote sites to NCAR have been measured at

up to 45 Kbps.

6. MIDNET:

states.

Midnet is arranged in a ring connecting sites in seven

The links connecting these sites are all $6 Kbps leased
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lines. It connects via a TI link to the NSFNET backbone at the

University of Nebraska.

7. SESQUINET: In this network the connections from Baylor College of

Medicine to Rice University to University of Texas (UT) at Austin to UT

at Dallas are T1 links. All other nodes are connected via 56 Kbps

links. The networks' connection to the NSFNET backbone is from Rife

University to NCAR. Plans have been made to add members and to upgrade

the most important lines to TI speeds.

8. NCSANET: This network has two hubs, one at NCSA and the other at the

University of Illinois (Chicago); a TI line links these two hubs. The

hubs and the direct links to them appear as Ethernets. The NCSA hub

has a TI link to CICNET, a 56 Kbps leased line to the University of

Wisconsin (Milwaukee), and a 14.4 Kbps link to the Fermi National Lab.

The Chicago hub has TI link to CICNET, and 56 Kbps links to Argonne

National Lab, Illinois Institute of Technology, and the University of

Notre Dame. The NSFNET backbone connection is at the NCSA/UIUC

(University of Illinois/Urbana-Champaign).

9. MERIT: MERIT has grown to over 300 nodes, and most long distance lines

run at 9.6 Kbps, although a few digital lines are 56 Kbps links. The

NSFNET backbone connection is at Ann Arbor, which is also the location

of MERIT's facilities for management of NSFNET. There is currently one

TI link from East Lansing to Ann Arbor.

I0. PSCNET:

Kpbs lines.

Center.

This network uses primarily TI lines, but there are a few 56

The NSFNET connection is at the Pittsburgh Supercomputer

11. NYSERNET: This network currently covers the state of New York with a

TI backbone structure and reaches _ome neighboring states with 9.6

Kbps and 56 Kbps links.

12. JVNCNET: This network includes 9 TI links with speeds of 1.544 Mbps.

It also has 12 other 56 Kbps dedicated lines, some terrestrial and

some via satellite. The satellite network currently consists of three
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nodeswith the hub at the JVNC.

13. SURANET: This network includes a combination of 56 Kbps, T-l, and

ethes:net lines. The NSFNET connection is at the University of

Maryland.

7.8.3 Eight New Mid-Level Networks

The media and link speeds for each of the eight new mid-level networks

are discussed below. As noted earlier, these link speeds are indicated on

the network topologies in Exhibits 7-15 through 7-22.

1. CERFNET: This network has a TI backbone, TI links from the backbone to

several nodes and 56 Kbps li'nks from the backbone to several nodes.

2. CICNET: This network is a TI backbone network connecting institutions

of higher education in seven midwest sates.

3. LOS NETTOS: This network is primarily a TI network.

56Kbps link to the San Diego Supercomputer Center.

There is one

4. MRNET: For this network link speeds range from 9.6 Kbps to 56 Kbps to

1.544 Mbps to the 10 Mbps Ethernet links that connect the Minnesota

Supercomputer Center (MSC) and the University of Minnesota. It has a

56 Kbps link to the NSFNET backbone via the University of Illinios at

Urbana/Champaign.

$ NEARNET: This network has a 10 Mbps ethernet backbone with 9.6 Kbps to

56 Kbps links to nodes not on the backbone.

6. OARNET: This network's links speeds range from 9.78 Kbps to 56 Kbps to

1.544 Mbps. Most links are 56 Kbps.

7. PREPNET: The link speeds for this network are all Tls.

8. THENET: This state network currently connects over 800 computers at 35

Page 7-43



academic and research institutions. Its link speeds range from 9.6

Kbps to 56 Kbps to 1.544 Mops. Most are 9.6 Kbps or 56 Kbps links.

7.8.4 Campus Networks

The speeds of the over 240 NSFNET campus networks cover the entire

range from 9.6 Kbps to 100 Mbps. Researchers' Local Area Networks (LANs)

typically operate at speeds up to l0 Mbps, and Campus Area Networks, which

connect the LANs, typically operate at speeds up to 100 Mops.

7.9 PROTOCOLS

The TCP/IP (Transmission Control Protocol/Internet Protocol) protocols

are used on the backbone and on most of the mid-level and" campus

networks. Some of the NSFNET networks use internet and trasnport

protocols other than, or in addition to, IP and TCP; these are: MERIT

(locally developed protocols); lVIIDNET (TCP/IP, DECNET, and SNA protocols);

NYSERNET (TCP/IP and electronic library acess protocols); OARNET (TCP/IP

and DECNET); SDSCNET (MFENET NSP, TCP/IP, and DECNET protocols); THENET

(TCP/IP and DECNET); and WESTNET (combination of TCP/IP and DECNET

protocols).

It is expected that the NSFNET will gradually move to the

International Standards Organization (ISO) reference model of Open Systems

Interconnection (OSI). That is, the ISO/OSI protocol gradually will come

into use to augment, and eventually supplant, the current TCP/IP

protocols. Many of the mid-level networks are planning and a_:_:ipating a

similar change in protocols.

7.10 ADMINISTRATION

There is no single administrative entity for the three levels of the

NSFNET internetwork. The backbone has an administration and the mid-level

networks have a variety of administrations, as do the campus networks.
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7.10.1 BackboneAdministration

Administration of the NSFNET backbone is divided functionally among
several entities. The NSF Division of Network and Communications Research

and Infrastructure is responsible for policy. MERIT, Inc., the non-profit

membership consortium of Michigan universities, located in Ann Arbor,

Michigan is responsible for management and operation. The Network

Information Center (NIC), a part of the NSF Newtowrk Service Center (NNSC)

at BBN systems and Technologies Corporation in Cambridge, Massachusetts,

provides end user support to the research community. Thus, day-to-day

management of the network is based in Ann Arbor, where the MERIT central

staff is headquartered. In addition, a Network Operations Center (NOC) in

the University of Michigan's Computing Center is the focus of daily

operations. Some 30 engineers, technicians, operators and technical

support specialists monitor and maintain the hardware and software

comprising the NSFNET backbone.

7.10.2 Mid-Level And Campus Network Administration

Administration of the mid-level networks and the campus networks

making up the mid-level networks varies from informal committees to

corporations. The following are examples of the types of groups that are

carrying out administrative functions for mid-level networks: Boeing

Computer Center (NORTHWESTNET), consortium charters with administration at

the site (BARRNET), state level focus (WESTNET), formal board (IVIIDNET),

steering committee (SESQUINET), supercomputer center administration

(NCSANET), non-profit corporation (MERIT), network committee (NYSERNET),

and a state office of telecommunications services (THENET). The variation

is similar at the campus level.

7.11 FUNDING

As noted under the section on "History," funding for NSFNET began with

the NSF funding of the supercomputer centers and network acceu to them.

The current NSFNET backbone is the result of cooperative efforts by the

NSF, MERIT, IBM Corporation, MCI Telecommunications Corporation, and the
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mid-level networks. Many of the mid-level networks received start-up

funding from NSF or other federal sources. Currently, funding comes from

various combinations of the following sources: federal government, higher

education, business partners, and fees. Many of the mid-level networks

are making plans to become self-sustaining through some type of fee for

membership and service program.

7.12 FUTURE

The future of NSFNET can be described in technological and political

terms. Technologicallly, the following changes are possible: upgrading

the backbone to DS3 speeds; migrating from TCP/IP to ISO/OSI; and

continued experimentation. • Politically, NSFNET likely will play a key

role in the development of a NRN. Its exact role will be a function of

how it interfaces with other national efforts like RIB (the Research

Interagency Backbone) and the NRI (National Research Initiatives) Gigabit

network research.
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SECTION 8

NASA RESEARCH NETWORKS

8.1 OVERVIEW

To understand the National Aeronautics and Space Administration's

(NASA's) research networks, one needs to understand the purposes and

realtionships among NASA Science Internet (NSI), NASA Science Network

(NSN), Space Physics Analysis Network (SPAN), the Numerical Aerodynamics

Simulation Network (NASNET), and NASA Communications (NASCOM). To provide

a background for this understanding, a brief summary of NASA's networking

organization is presented. Then NSI is described in terms of its purpose,

function and relationship to NSN, SPAN, NASNET and NASCOM_ In the last

four sections, descriptions of NSN, SPAN, NASNET and NASCOM are presented

and include, in each case, discussions of all of the major network

topics.

8.2 NASA NETWORKING ORGANIZATION

Five of NASA's seventeen centers and its headquarters are responsible

for most of the NASA networking activities. The centers and their roles

are:

1. Ames Research Center (ARC) at Moffett Field, CA: Was involved with

the ARPANET since 1970; currently is the location for administration

of NSI, NSN, and NASNET.

2. Goddard Space Flight Center (GSFC) in Greenbelt, MD: Has been

responsible for networks for collection and dissemination of NASA-wide

data (NASCOM); is location for the National Space Science Data Center

and the NASA Space and Earth Science Computer center and for the

administration of SPAN.

3. Jet Propulsion Laboratory (JPL) in Pasadena, CA: Developed a tracking

network for planetary missions.

4. Johnson Space Center (JSC) in Houston, TX: This center has a 9.6 Kbps

SNA network, called NASAnet, for administrative computing.
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5. Marshall Space Flight Center (MSFC) in Huntsville, AL: Operates and

manages administrative networks (PSCN-Prosram Support Communications

Network).

6. Headquarters in Washington, D.C.: is responsible for policy

decisions, interagency agreements (e.g., FRICC) and funding.

8.3 NASA SCIENCE INTERNET - NSI

8.3.1 Purpose

NASA Science Internet (NSI) is a communications technology program,

rather than a communications network, within NASA's Office of Space

Science and Application (OSSA). It was created in 1986 as a management

tool to analyze and control network communications costs. It was designed

as a mechanism to examine and consolidate user requirements into fewer

circuits, to use new technology for sharing circuits and equipment, and to

take advantage of existing computer networks.

8.3.2 Function

NSI works with OSSA scientists to analyze their access requirements

and evaluate alternate network solutions. In general, these requirements

include providing scientists with improved access to data, computing

services, and to each other for collaborative research. Given these

requirements, NSI works with Marshall Space Flight Center's PSCN (Program

Suppport Communications Network) engineers, the PSCN coordinators at each

NASA Center, and with other agencies to implement the most cost-effective

communications network using PSCN or other communications systems.

8.3.3 Relationship Wlth NSN, SPAN And NASNET

The NSI Project Office is in the Communications Division at the Ames

Research Center. As the management structure that coordinates all of

OSSA's networking requirements, NSI represents both NSN (NASA Science

Network) and SPAN (Space Physics Analysis Network). NSI does not manage
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NSN or SPAN, but it does oversee both networks so that it can coordinate

and consolidate circuit requirements, maintain the requirements and cost

database, monitor circuit usage, evaluate new technologies, and provide

both technical and user support services. While NASNET, like NSI and NSN,

is administered at ARC, NASNET is run by the Office of Aerodynamics and

Space Technology (in contrast to NSI and NSN which are a part of OSSA, as

noted above).

8.4 NASA SCIENCE NETWORK - NSN

8.4.1 History

NSN was conceived in i985 as a means of addressing science needs for

a vendor-independent network. Its creation was driven by OSSA scientists

who wanted a vendor-independent computer network that offered a variety of

services between heterogeneous computers, databases and collaborating

colleagues located worldwide. It began operating in 1987.

8.4.2 Type Of Network

NSN, whose focus is to connect universitites and science institutes,

is an internet that supports NASA research communities within the United

States and internationally.

8.4.3 Purpose And Services

As a supporter of NASA research communities worldwide, NSN's general

purpose is to facilitate the sharing of information and resources for

research and scientific goals. It provides the full range of services for

exchanging messages and for sharing resources, such as: remote login,

file transfer, and electronic mail. It supports, as examples, astronomy,

earth science and planetary science investigators and their data sources

and computational facilities.

Pase 8-3



8.4.4 Extent And Size

As indicated above, NSN is a nationwide network with worldwide

connections. In connects to more than 1000 networks or subnetworks, each

of which may connect many computers. In the Fall of 1988 it served about

25 backbone hosts. It connects an estimated 2500 nodes at the NASA

centers.

8.4.5 Topology

The NSN topology can be depicted by showing the location and

connectivity of its major and secondary nodes (See Exhibits 8-1 and 8-2).

Exhibit 8-1 shows the names and connectivity of the major NSN nodes.

Exhibit 8-2 shows the speeds for each of the NSN links. Most of the link

speeds are 56 Kbps, but there are a few slower links at 9.6 Kbps and

several faster links with speeds up to 1.544 Mops.

Common to both NSN and SPAN is a NASA circuit backbone called the

Program Support Communications Network (PSCN), managed by the Boeing

Company at the Marshall Space Flight Center (MSFC). This network backbone

connects five main routing centers: NASA's Johnson Space Center (JSC

Houston, TX), NASA and California Institute of Technology's Jet Propulsion

Lab (JPL - Pasadena, CA), NASA's Marshall Space Flight Center (MSFC

Huntsville, AL), NASA's Goddard Space Flight Center (GSFC Greenbelt,

MD), and NASA's Ames Research Center (ARC - Moffett Field, CA). Since the

primary focus for PSCN has been and will continue to be administrative

traffic between NASA Centers, NSI will coordinate NSN network development

to achieve the required connectivity, by making use of communications

services provided by a variety of sources, only one of which is PSCN.

While a discussion of SPAN will show that several sites have both NSN and

SPAN connectivity, the physical links between the NASA sites are separate.

Science requirements for internet connectivity and interoperability at the

same geographic locations among homogeneous and nonhomogeneous data

systems have encouraged the development of new technology that enables

different network communications protocols to operate on the same circuit,

and NASA intends to use this new technology to permit sharing of circuits
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between NSN and SPAN.

8.4.6 Computers

The computers in NSN serve as hosts, links to other nodes, gateways

or some combinations of these three uses. They range in size from small

microcomputers to supercomputers. Two of the supercomputer sites to which

NSN offers access are the ones at Goddard and at the National Center for

Atmospheric Research.

The NASA Space and Earth Sciences Computing Center (NSECC) at Goddard

and funded by the OSSA, is a supercomputer center that offers large-scale

computational resources to researchers at Goddard, other NASA centers and

the general university community for conducting NASA-funded research. It

was formed in 1984 by combining two existing facilities at the Goddard

Space Flight Center, and provides NASA-sponsored researchers with

mainframe data handling capabilities to 400 megaflops on a Class VI

supercomputer. Currently its IBM 3081, which performs its data handling

and mainframe processing, can access 48 Mbytes of shared main memory and

24 data channels; its Cyber 205, which supports the more intensive

computations, has 32 Mbytes of main memory, 10 Gbytes of disk storage and

10 input/output channels. A total of almost 400 Gbytes of online storage

are available to NSESCC users through a combination of disk drives and

mass storage devices.

The National Center for Atmospheric Research (I_CAR), discussed as one

of the supercomputer sites for NSFNET, actually also is a part of NSN.

The Scientific Computing Division (SCD) of NCAR provides supercomputing

resources and services that support research in the atmospheric,

oceanographic and related sciences. Through the partnership between NCAR

and universities, SCD provides these resources to both universities and

NCAR scientists. In addition, and as noted in the discussion on Topology,

NSN users have access to the supercomputers on the other major research

networks.
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8.4.7 Media And Link Speed

The PSCN backbone connects the major NASA routing centers by means of

a variety of transmission media (e.g., fiber optics, microwave, copper and

satellites). The Boeing Company which manages this backbone leases lines

from various common carriers on an as needed basis and then provides them

to NASA on either a dedicated or switched basis; modem to modem

connections are provided. While both terrestrial and satellite links are

available, NSN uses only terrestrial media on this backbone. As noted

earlier, NSN link speeds arc indicated in Exhibit 8-2. NSN is in the

process of upgrading its backbone, so it will have links with speeds of

56Kbps, 1/4 T-I, 1/2 T-I and a full T-I.

8.4.8 Protocols

NSN is based on the TCP/IP (Transmission Control Protocol/Internet

Protocol), in contrast to SPAN which is based on the proprietary DECNET

protocol suite. As noted earlier, one of the drivers in the development

of NSN was the need for a vendor-independent network that could connect

heterogeneous computers, databases and users. While many of these users

could be connected via SPAN, many others could not because of incompatible

equipment. Because of this and because NSF was standardizing on TCP/IP

and NASA's and NSF's science communities largely overlap, TCP/IP was

adopted for NSN. It is expected that NSN will migrate towards ISO

standard protocols as they become available.

8.4.9 Administration

As noted above, NSI oversees but does not manage NSN. NSN management

and operations personnel arc colocated with NSI at the Ames Research

Center. Its client working group is called the NSN Users Working Group

for TCP/IP.

8.4.10 Funding

The NASA Office of Space Science and Applications has provided all

the funding for NSN.
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8.4.11 Future

Like NSFNET, the future of NSN can be described in technological and

political terms. Technologically, the following changes are anticipated:

upgrading of its link sppeds, migrating from TCP/IP to ISO/OSI, and

continued experimentation. Politically, NSN, via NSI, likely will play a

key role in the development of a NRN. Also, like NSFNET, this role will

be a function of how it interfaces with other national efforts like RIB

and the NRI Gigabit network research.

8.5 SPACE PHYSICS ANALYSIS NETWORK - SPAN

8.5.1 History

The Sapce Physics Analysis Network (SPAN), which grew out of a pilot

project at Marshall Space Flight Center, was conceptualized in 1980 and

became operational in 1981. It developed as a "grass roots" effort by

scientists to exploit low-cost computer communications technology esisting

in the early 1980's among vendor-specific computer systems. While it was

originally oriented toward researchers in Solar, Terrestrial and

Interplanetary Physics, it now continues to grow to meet the increasing

needs of multi-disciplinary research.

8.5.2 Type Of Network

SPAN, while sometimes used to support specific missions, is a

multimission, general purpose, operational internet that supports NASA

research communities within the United States and internationally.

8.5.3 Purpose And Services

SPAN's purpose has been to address the problem of exchanging data

(raw and processed), analysis software, graphic images and correspondence

between researchers in geographically disparate locations. Today, SPAN

supports research in numerous disciplines including: Solar-Terrestrial,
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Interplanetary and Planetary Physics, Astrophysics, Atmospheric, Oceans,

Climate, Earth Science and Space Lab/Space Station. Its main purpose is

to provide NASA centers, researchers at Universities, industrual

organizations and other government agencies involved in NASA activities a

common communication system. It provides the full range of services for

exchanging messages and for sharing resources, such as: remote login,

file transfer, and electronic mail.

8.5.4 Extent And Size

SPAN is a worldwide network that connects computers throughout the

United States and in Canada, Europe, Japan and South America. In the Fall

of 1988 there were over 2000 hosts on SPAN, and about three-fourths of

these were in the United States. Throughg gateways to many other networks

and by being interconnected to other networks, SPAN is internetworked with

over 6000 nodes in the United States, Canada, Europe, Japan and South

America.

8.5.5 Topology

The SPAN topology can be depicted by showing the location and

connectivity of its major and secondary nodes (See Exhibits 8-3, 8-4 and

8-5). Exhibit 8-3 shows the names and connectivity of the major SPAN

nodes. Exhibit 8-4 shows the SPAN backbone configuration. The speeds of

each of the major SPAN links are indicated in Exhibit 8-5. While the SPAN

backbone consists of 56 Kbps links and there are a few tail links with

speeds of 56 Kbps, most of the links have speeds of 9.6 Kbps.

As noted in the discussion of NSN, common to both SPAN and NSN is a

NASA circuit backbone called the Program Support Communications Network

(PSCN), managed by the Boeing Company at the Marshall Space Flight Center

(MSFC). This PSCN network backbone connects five main routing centers:

NASA's Johnson Space Center (JSC - Houston, TX), NASA and California

Institute of Technology's Jet Propulsion Lab (JPL - Pasadena, CA), NASA's

Marshall Space Flight Center (NISFC - Huntsville, AL), NASA's Goddard Space

Flight Center (GSFC - Greenbelt, MD), and NASA's Amers Research Center

(ARC - Moffett Field, CA).
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SPAN has connections between all five routing centers. The

connections between JSC, JPL, MSFC, and GSFC form a complete mesh

network. ARC has connections to JPL and GSFC. Tail circuits connect

SPAN member institutions to the closest routing center, in most cases with

leased lines.

Also, as noted in the discussion of NSN, there are several sites that

have both SPAN and NSN connectivity, but the physical links between the

NASA sites are separate and NASA intends to use new technology to permit

sharing of circuits.

8.5.6 Computers

The computers in SPAN serve as hosts, links to other nodes, gateways

or some combinations of these three uses. They range in size from small

microcomputers to supercomputers. While SPAN was not created to access

supercomputers, supercomputers like those at the NASA Space and Earth

Science Computing Center (NSECC) and the National Center for Atmospheric

Research (NCAR) are becoming more assessible through it. These two

centers were discussed in the NSN presentation.

8.5.7 Media And Link Speed

As noted in the NSN discussion, the PSCN backbone connects the major

NASA routing centers by means of a variety of transmission media (e.g.,

fiber optics, microwave, copper and satellites). The Boeing Company which

manages this backbone leases lines from various common carriers and

provides them to NASA on either a dedicated or switched basis; modem to

modem connections are provided. The actual SPAN backbone has link speeds

of 56 Kbps. Most tails are 9.6 Kbps with a few at 56 Kbps.

8.5.8 Protocols

SPAN is based on the proprietary DECNET protocol suite. It is

expected that SPAN will migrate towards ISO standard protocols as they

become available.
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8.5.9 Administration

As with NSN, SPAN is overseen but is not managed by NSI. SPAN has

its own autonomous network management structure. It is managed by the

National Space Science Data Center at the Goddard Space Flight Center.

Direct administration is done by project managers, network managers and

routing center managers. Guidance for the network is provided by the

users through the Data Systems Users Workers Group (DSUWG---Informal group

of users of DECNET) for DECNET.

8.5.10 Funding

NASA sponsors SPAN. Various offices of NASA provide funds for the

SPAN backbone and tail circuits in the United States. Other participating

organizations pay for their - own host computers and network interfaces.

Much of the original hardware, such as the routing center computers, came

from NASA.

8.5.11 Future

Like NSN, the future of SPAN can be described in technological and

political terms. Technologically, the following changes are anticipated:

upgrading of its link speeds, sharing circuits with NSN, merging study

groups with NSN, and migrating from DECNET to ISO/OSI. Politically, SPAN,

via NSI, likely will play a key role in the development of a NRN, and this

role will be a function of how it interfaces with other national efforts

like RIB and the NRI Gigabit network research.

8.6 NUMERICAL AERODYNAMICS SIMULATION NETWORK - NASNET

8.6.1 History

The concept of a Numerical Aerodynamics Simulation Network (NASNET)

began in the Spring of 1984. A prototype of the network became

operational in the Summer of 1985, and experiments and tests were
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conducted during 1985 and 1986. The prototype became the basis for the

design of the NASNET system which became fully funtional in 1987. Since

1987, additonal sites have been added to the network.

8.6.2 Type Of Network

NASNET is an internet (Uses different network layer protocols, but

same internet layer protocols).

8.6.3 Purpose And Services

NASNET was designed to provide a high-speed link between the remote

workstations of individuals involved in the Numerical Aerodynamic

Simulation Program (NASP) and the computers at NASP, ARC. NASNET provides

the full range of services for exchanging messages and for sharing

resosurces, including E-mail, remote login and file transfer. Its users

are from academia, government and industry.

8.6.4 Extent And Size

NASNET is a nationwide network with some 26 sites interconnected.

8.6.5 Topology

The NASNET topology can be depicted by showing the location and

connectivity of its 26 sites. Exhibit 8-6 show the NASNET topology and

the speeds of the NASNET links. As suggested by Exhibit 8-6, the original

topology was a star with each site connected to NAS, ARC, but this

topology is now being modified somewhat, with a few sites being indirectly

connected to NASP, ARC.

8.6.6 Computers

The computers in NASNET serve as hosts, links to other nodes,

gateways or some combination of these three uses. They range in size from

small microcomputers to supercomputers. A major purpose of NASNET is to

provide fast interactive access to several supercomputers including a Cray
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EXHIBIT 8-6. NASNET Topology & Link Speeds.
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Y-MP, two Cray 2s and an ETA-10.

8.6.7 Media And Link Speeds

While both satellite and terrestrial links are used, most of the

links are terrestrial links. As noted in Exhibit 8-6, link speeds vary

from 9.6 Kbps to 1.544 Mbps. Each remote site on NASNET is equipped with

DEC and Vitalink equipment provided by the NAS program. The Vitalink

equipment is attached to an Ethernet at the user site and any computer

attached to the user-site Ethernet can potentially communicate with all

computers at NASP, ARC, including the supercomputer.

8.6.8 Protocols

The TCP/IP protocol suite is used.

8.6.9 Administration

While the ARC, where the supercomputers and network operations center

for the network are located, administers NASNET, circuit management occurs

at the Marshall Space Flight Center Program Support Communications

Network. A NAS User Interface Group (UIG) provides a forum for

organizational representatives to give feedback and new ideas for

establishing the future direction of NAS.

8.6.10 Funding

The Office of Aeronautics and Space Technology of NASA funds NASNET.

However, there are some joint agreements with other organizations (e.g.,

universities or businesses).

8.6.11 Future

Technologically, the following changes are anticipated: increasing

link speeds and migrating to ISO/OSI. Politically, NASNET will

participate in the development of a national research network by being

involved in national interagency efforts like the RIB.
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8.7. NASCOMNETWORK

The term "NASCOM" is an acronym for NASA Communications and refers to

a collection of personnel, network facilities and methods organized by

NASA. The term "NASCOM Network" refers to the circuits and facilities

operated by NASA to support all NASA projects. Each year the NASCOM

network is thoroughly described in the NASCOM System Development Plan and

in the NASCOM Long-Term Plan prepared by the NASA Communications Division

at Goddard Space Flight Center (GSFC). This discussion of the NASCOM

Network is based on these reports and on interviews with NASA personnel.

8.7.1 History

The origin of the NASCOM Network can be traced back to the late 1950s

when the United States placed into orbit, tracked and acquired data from

the first U.S. artificial earth satellite. The Minitrack Network was

established by the Naval Research Laboratory in Washington, D.C. for this

purpose and this network was the predecessor of the Satellite Tracking and

Data Acquisition Network (STADAN). The communication functions related to

the Minitrack Network became designated as SPACECOMM and became the

responsibility of GSFC. Also about this time (i.e., 1959), communications

developed and used by the Deep Space Network (DSN) of the Jet Propulsion

Laboratory (JPL) was brought into the SPACECOMM system to time-share

circuits. In 1960 the Project Mercury Network of radar tracking,

telemetry and command stations was established at Langley Research Center

(LaRC). After implementation, this network was transferred to GSFC

management and it evolved to the Manned Space Flight Network (MSFN).

Thus, after the inception of NASA in 1958, three primary tracking and

data acquisition networks (i.e., STADAN, DSN, and MSFN) developed as

separate systems for earth orbiting science, planetary and manned space

missions. NASA, while understanding the unique and varied requirements of

its missions, recognized the need for unified communications management

control and, therefore, in 1964, integrated all NASA operational longline

communications operated by NASA under NASCOM. NASCOM became part of the

National Communications System (NCS). The STADAN and MSFN Networks were

unified under a single management organization at GSFC in 1971 under the
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Spaceflight Tracking and Data Network (STDN). The DSN continued as a

separately (3PL) managed network, but its long-haul communications now are
obtained from the common user NASCOM system. The NASA Communications

Division at GSFC now is chartered to provide operational ground

communications support service to all NASA missions.

8.7.2 Type Of Network

The NASCOM Network refers collectively to a domestic and/or overseas

interconnection of circuits, switching, and terminal facilities

established and operated by NASA to provide operational support for all

NASA projects. The major requirements of the NASCOM Network are: low

speed data, high speed data, voice, and video.

8.7.3 Purposes And Services

NASCOM is the operational network of the NASA Telecommunications

System, while the Program Support Communications Network (PSCN) at MSFC is

the administrative network. The primary purpose of the NASCOM Network is

to interconnect domestic and overseas tracking and telemetry stations and

sites, all launch areas, the mission and project/payload operations

control centers, science data capture facilities, and network control

centers.

More specifically, the NASCOM Network's functions are related to

providing the circuits and facilities for:

1. Transporting spacecraft telemetered data, air-to-ground voice and

video for command, control, tracking, orbit determination and data

acquisition.

2. Spacecraft prelaunch compatibility and simulated mission readiness

testing.

3. Scheduling, maintenance, control and coordination for all Office of

Space Operations (OSO) space and ground tracking network elements.

4. Monitoring and controling an instrument, experiment or payload.
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The NASCOMNetwork's functions do not include:

I. Administrative network functions or internetworking with other

established value-added networks like TELENET or ARPANET.

2. The distribution of nonoperational, nonreal time science data products

after they have been processed by the data capture facilities.

3. The operational telecommunictions between mission spacecraft and the

ground.

The NASCOM Network capabilities include:

1. Providing all NASA mission control centers with real-time

communications access to spacecraft via launch sites and remote T&DA

stations.

2. Providing communication support to spacecraft development contractor's

test facilities.

3. Providing for the transport and delivery of spacecraft telemetry

housekeeping and experiment data to control centers and data

processing centers.

4. Providing the science data transport to support data capture

functions.

5. Providing the data transport of experiment and science data to science

support centers and experimenters.

6. Providing data transport support for testing aircraft.

7. Provide the communications link for agencies or organizations that

support the NASA spaceflight program.

The NASCOM Network services include:

1. Voice services: analog voice; digital voice.

2. Data services: low speed (up to 1200 baud), median speed (up to 9.6

Kbps), high speed (up to 50 Mbps).

3. Specialized data services: Baseline Data System (BDS-10 bps up to 2

Mbps) for the Space Network (SN), High Data Rate System (HDRS-above 2

Mbps) for SN, and the Data Distribution and Command System.

4. Video services: Video transponder service, video teleconferencing

(1.544 Mbps on NASCOM/TDMA Network), occasional use TV, and closed

circuit TV.
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. Integrated communications services: secure communications systems,

NASCOM/TDMA Network, other intergrated services.

8.7.4 Extent And Size

The NASCOM Network is a global network which interconnects various

communications systems by a diversity of domestic and overseas circuit

facilities that are operationally controlled from the GSFC Primary Nascom

Control Center.

8.7.5 Topology

The network's basic configuration is shown in Exhibit 8-7, which

indicates that the network - is a star network arrangement showing the

switching and routing elements, the access relationships, and the variety

of user elements.

The NASCOM Network consists of the array of circuit facilities

controlled by the GSFC primary NASCOM control and switching center to

interconnect the various switching centers and user terminals with the

supporting NASCOM system. The systems that do not interconnect with the

GSFC primary NASCOM control and switching center also are considered in

the network when NASCOM is responsible for the system. The NASCOM Network

includes the following elements:

1. Circuit facilities: About 875 leased communications satellite and

terrestrial communications circuits with over 2.5 million circuit

miles of diversely routed voice, low-speed data, medium speed data,

and high-speed data communications channels.

2. GSFC Primary NASCOM Control and Switching Center: Provides

centralized technical control and switching capabilities under direct

NASCOM control.

3. Intermediate Switching Centers: Provide flexible circuit sharing on

overseas channels.

User Terminals At: Remote tracking and data acquisition stations (STDN

& DSN); project or mission operations control centers; computation and

data processing centers; network scheduling and operations control

centers; launch operations centers; other remote terminal.
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5_ NASCOM Ground Communications Support (GCS) Systems: Provides support

for user terminals.

The overview network configuration of circuits in the high speed data

system is shown in Exhibit 8-8. The high speed data services range from

56 Kbps up to 50 Mbps. The functional configuration and the system

configuration of the High Data Rate System (HDRS) are shown, respectively,

in Exhibits 8-9 and 8-10. The system configuration of the Common Carrier

Domestic Satellite Transponder Service (CCDTS-main system element of HDRS)

is shown in Exhibit 8-11. The HDRS provides a 50 Mbps data transport

service with up to 48 Mbps composite data throughput capability. The

NASCOM TDMA Network system configuration and node location are presented,

respectively in Exhibits 8-12 and 8-13. The satellite network provides

for the integration of a wide range of voice, data and video services;

interconnects 14 NASA sites; and provides data rates up to 15 Mbps.

8.7.6 Computers

Computers used in the NASCOM Network range from small personal

computers to very large supercomputers.

8.7.7 Media And Link Speeds

As indicated above, the NASCOM Network uses both satellite and

terrestrial media, and the link speeds vary from a very slow speed of 10

bps to a relatively high speed of 50 Mbps.

8.7.8 Protocols

The NASCOM Network uses the NASCOM 4800 Bit Block Protocol developed

specifically for the network by the NASA Communiations Division. The

network also uses, on a very limited bases, the X.25 Protocol.

8.7.9 Administration

The Associate Administrator for Space Operations at NASA Headquarters

is charged with overall management responsiblity for all NASA operational
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EXHIBIT 8-8. Wideband Data Configuration.
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EXHIBIT 8-9. HDRS Functional Configuration.
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HIGH DATA RATE SYSTEM 12-3

EXHIBIT 8-10. HDRS System Configuration.
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EXHIBIT 8-11. CCDTS System Configuration.
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EXHIBIT 8-13. TDMA Node Location.
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long-line communications. The GSFC has been assigned the overall

responsibility for the technical management of the NASCOM Network. At

GSFC this responsibility is assigned to the NASA Communications Division.

In some instances, management responsibilities have been delegated by GSFC

to other NASA field installations.

8.7.10 Funding

The NASCOM Network is funded by the NASA Communications Division of

GSFC.

8.7.11 Future

The following are exami_les of recent upgrades made in the NASCOM

Network:

I. A 50 Mbps, one-way broadcast satellite link for Landsat and Spacelab

support.

2. A 14 node TDMA-based system utilizing a leased transponder and leased

earth station DOMSAT network (as noted above).

3. A multi-accessed (from 12 nodes), time-shared full period, full

transponder video broadcast (to 16 nodes) service.

4. Overseas wideband leased digital data services up to 224 Kbps.

5. A packet switching system using X.25 protocols.

The future of the NASCOM Network will be affected by both internal

and external drivers. External drivers include: space station

requirements, higher data rate needs, technological changes, and budgets.

Internal drivers include: management of interagency coordination, R&D, and

personnel. A variety of network upgrades and network augmentations are

being planned in anticipation of future requirements.
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SECTION 9

9.1 OVERVIEW

DEPARTMENT OF ENERGY

RESEARCH NETWORKS

The Department of Energy's research networks include the Energy

Science Network (ESNET), the Magnetic Fusion Energy Network (MFENET), the

High Energy Physics Network (HEPNET), LEP3NET, and OPMODEL Network.

9.2 ENERGY SCIENCE NETWORK - ESNET

9.2.1 History

In 1985, the Scientific Computing Staff (SCS) of the Office of Energy

Research (ER), Department of Energy (DOE), surveyed the status of and the

requirements for computer networking throughout all ER programs. The SCS

concluded that there was an urgent need for improved computer networking

to facilitate collaboration among all ER programs and to provide improved

access to unique ER and other supercomputer facilities. Based on these

findings, a general purpose computer network concept for ER across program

support emerged for consideration in early 1986. The concept was reviewed

by an interagency working group and was determined to be a major step

toward an interagency internet capability. This ESNET concept, approved

in late 1986, included the formation of the ESNET Steering Committee, the

use of a new MFENET design and facilities as the basis for ESNET

facilities, an evolutionary operational model, and a phased approach to

addressing long term computer network requirements.

A comprehensive ESNET plan was approved and published in mid-1987.

Subsequent changes to this plan have been made based on the results of

initial implementation and on the needs of the other ER networks. The

most significant change is that it now appears that ESNET will provide

backbone services to the other ER networks but will replace only MFENET

over time, and that this ESNET backbone may eventually become part of the
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National ResearchNetwork backbone.

9.2.2 Type Of Network

ESNET currently is being installed by the DOE and will be the network

backbone for all DOE Energy Research programs. As ESNET is developing,

users from the other DOE Energy Research networks are beginning to use the

ESNET backbone. Since ESNET supports a number of high level protocols

used on these other networks, ESNET is a metanetwork. The ESNET

architectural model described in the 1987 plan is presented in Exhibit

9-1.

9.2.3 Purpose And Services

As noted above, the ESNET initially was intended to bring together

(i.e., make into a single coherent effort) the various data communications

efforts of the different research programs funded by the OER of DOE. The

major purpose was to improve the networking capabilities of these

programs, and at the same time, to reduce costs associated with redundant

data communications projects. This major purpose still exists, as it will

provide increased connectivity and bandwidth in support of all the Energy

Research Programs. However, ESNET will replace only MFENET and will

provide, for the other ER networks, services and management at the

backbone level only.

The DOE Energy Research programs include: High Energy Physics,

Nuclear Physics, Materials Sciences, Chemical Sciences, Carbon Dioxide

Research, Engineering and Geosciences, Heavy Ion Fusion, Applied Plasma

Physics, and Health and Environmental Research. The ER headquarters

program organizations are: Applied Mathematical Sciences, Basic Energy

Sciences (BES), Fusion Energy (FE), High Energy and Nuclear Physics

(HENP), and Health & Environmental Research (HER). These programs need

the most sophisticated computer research network capabilities (e.g.

distributed computing and network-wide file management systems) in

addition to the more traditional capabilities (e.g., e-mail and file

transfer).
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The intent is to enable a scientist at even a small university to

share resources and information in the most sophisticated manner

possible. For example, given a low cost, high performance workstation, he

should be able to have one workstation window opened to a supercomputer

application, which is executing 2000 miles away, programmed to analyze

data for an experiment via another workstation window where this

experiment is running at a third installation distant from both the

scientist and the supercomputer facility. Collaborators of the scientist

also should be able to view, by multicast technology, these events at

still other geographic locations while electronically communicating with

the scientist. In summary, it is expected that ESNET will provide the

full range of services for exchanging messages and for sharing resources

(e.g., e-mail, remote Iogin, file transfer), and its use will be

restricted to DOE sponsored projects.

Since the DOE Energy Research programs are experiencing a phenomenal

growth in international requirements, as large scientific collaborations
...

have become increasingly international in scope, ESNET is being designed

to meet these foreign requirements.

9.2.4 Extent And Size

ESNET, ultimately, will be a nationwide network with worldwide

connectivity. It will provide access to all major laboratories and many

smaller sites with projects supported by the DOE Office of Energy Research

(See descriptions of HEPNET and MFENET for names of sites). Currently,

there are about 30 hosts on ESNET.

ESNET's extent and size will continue to grow as it is being

implemented. It is being implemented in the following phases:

I. Phase 0 - completed in 1988: X.25 links to several laboratories and

universities and one foreign site.

2. Phase I - completed in 1988: 56 Kbps leased line IP (Internet

Protocol) backbone connecting various labs and universities.

3. Phase II - completed in 1988: More sites added to high speed

backbone; some of these were MFSNET sites.
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, Phase III - 1989 and beyond: More sites will be disconnected from

MFENET and connected to the ESNET backbone and other new sites,

including international ones, will be added.

9.2.5 Topology

The ESNET Steering Committee presented in their 1987 plan the ESNET

backbone configuration shown in Exhibit 9-2 and the list of desirable

geographic locations shown in Exhibit 9-3. In addition, a number of

foreign communications links were also planned. However, since most of

the locations overlap existing or planned network installations for other

federal agencies, especially NSF, an effort is being made to minimize

redundancies.

The current ESNET topology is shown in Exhibit 9-4. The initial

backbone which became operational in the Fall of 1988 connects the MFECC,

Lawrence Berkeley Laboratory (LBL), Argonne National Laboratory (ANL),

Princeton Plasma Physics Laboratory (PPPL or PL), Supercomputer

Computations Research Institute at Florida State University (FSU),

University of Texas at Austin (UT or UTA), and General Atomics (San

Diego). Subsequent extensions have been made to the California Institute

of Technology (CIT), the Continuous Electron Beam Accelerator Facility

(CEBAF), Fermi Naional Accelerator Laboratory (FNAL), Los Alamos National

Laboratory (LASL), Massachusetts Institute of Technology (MIT), Brookhaven

National Laboratory (BNL), Oak Ridge National Labs (ORNL), Stanford Linear

Accelerator (SLAC), the Superconducting Super Collid'0r (SSC) - in Dallas,

UCLA, and several foreign sites (e.g., Corn and FRG).

9.2.6 Computers

The computers in ESNET will serve as hosts, links to other nodes,

gateways or some combination of these three uses. They range in size from

small microcomputers to supercomputers. The specific supercomputers are

described in the presentation of MFENET.
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CONNECTIVITY REQUIREMENT FOR ER COMPUTER NETWORK

GEOGRAPHIC LOCATIONS

This list of geographic locations has been compiled from ER program

individual requirements documents. The locations are footnoted to designate
• I.) that connectivity to this location is required by more than one ER

program, 2.) that there are already multiple ER funded computer netvork

links to the location, sad 3.) that the location is serviced by or is part
of s computer network funded by another agency, such as NSF, DARPA, etc.

ABILENE CHRISTIAN
ALABAMA 3

AMES LABORATORY 1, 2, 3
ARGONNE NATIONAL LABORATORY 1, 2, 3
ARIZONA I, 3
ARIZONA STATE 3

ARKANSAS 3

ATLANTA

AUBURN

BALL STATE

BATTELLE PACIFIC NORTHWEST LABORATORY

BOSTON 1, 3
BPA-PORTLAND
BRANDEIS

BRIGHAM YOUNG UNIVERSITY l

BROOk'HAVENNATIONAL LABORATORY 1, 2, 3
BROOKLYN COLLEGE
BROW 3

CALIFORNIA/BERKELEY 2, 3
CALIFORNIA/DAVIS 1, 3

CALIFORNIA INST OF TECH 1, 2, 3
CALIFORNIA/LOS ANGELES 1, 2, 3
CALIFORNIA POLYTECHNIC STATE
CALIFORNIA/RIVERSIDE 1
CALIFORNIA/SAN DIEGO 3

CALIFORNIA/SANTA BARBARA 1 • 3
CALIFORNIA/SANTA CRUZ 3
CARNEGIE-HELLON 1, 3
CEBAF
CHICAGO 1
CINCINNATI 1
CLARK
CLARKSON
COLORADO 3
COLORADOSTATE

COLUMBIA 1• 3
CONNECTICUT

CORNELL 1, 3

3

3

EXHIBIT 9-3. Desired Locations Of ESNET Nodes.
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DENVn 3

DEPT OF ENERGT-GTW 1, 2
]M_PT OF INTERIOR-DLg_'VER
DREXEL

DUKE 1, 3
LVlJ4HURST

£MOR¥
EWVIROh_ENTAL MEASURI_ENT lAB-MY
FERMI NATIONAL ACCELERATOR lABORATORY
FLORIDA 3

FLORIDA STATE 1, 2, 3
FLOW RESEARCH

FRANKLIN/MARSHAL COLLEGE
GA TECHNOLOGIES 1
GEORGE MASON
GEORGE WASHINGTON 3

GEORGIA 3
GEORGIA TECH 3
G'R_ AERO

HANFORD 1, 2
HARVARD I, 2, 3
HOUSTON 1, 3
IDAHO
IDAHO NATIONAL ENGINEERIM LABORATORY 3

ILLINOIS-CHAR 1, 3
ILLINOIS-CI{I . 1, 3
ILLINOIS STATE 3

INDIANA I

INUALATION TOXICOLOGY RES INST'ALBUQUERQUE
INST MINING & TECH-SOCOKRO/NM

IOWA 1, 3
IOWA STATE 1, 3
JOHNS-HOPKINS 1, 2, 3
KANSAS I, 3
KANSAS STATE 1, 3

KENT STATE

KENTUCKY I, 3
LAWRENCE BERKELEY LABORATORY 1. 2. 3

LAWRENCE LIV_RE NATIONAL LABORATORY

lEHIGH 1, 3
LOS ALAMOS NATIONAL lABORATORY I, 2, 3

LOUISIANA STATE l, 3
LOUISVILLE 3

MARYLAND 1, 2, 3
MASSACHUSETTS INST OF TECH I, 2, 3
MCDONNELL DOUGLAS

MICHIGAN 1, 3
MICHIGAN STATE 1, 3
MINNESOTA 1, 3
MISSISSIPPI 3
MISSOURI 3
MONTAMA

1,2, 3

1, 2, 3

EXHIBIT 9-3. Desired Locations Of ESNET Nodes.

(CONTINUED)
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ltASA/LgWlSRESEARCHCENTER
NATIONALBUREAUOFSTANDARDS-JILA
NCAR 1, 3
NEBRASKA3
NEW HAMPSHIRE I
NEW MEXICO I
NEW MEXICO IHT

MEXICO STATE

NEW YORK I, 2, 3
NEW YORK MEDICAL CENTER 1
NEW YORK, STATE UNIV/STONY BROOK I, 2, 3

NORTH CAROLINA/CHAPEL HILL I, 3

NORTH CAROLINA STATE I, 3
NORTHEASTERN 3

NORTHRIDGE

NORTHWESTERN I

NOTRE DAME

OAK RIDGE NATIONAL LABORATORY 1, 2, 3
OHIO l

OHIO STATE l, 3
OKLAHOMA 3

OREGON
PACIFIC NORTHWESTLABORATORY I, 2

PENN 1, 3
PENN STATE I, 3

PHILADELPHIA

PITTSBURGH 3

PRINCETON It 3
PRINCETON PLASMA PHYSICS LABORATORY 1, 2

PURDUE 1, 3
RENSSELAER POLYTECHNIC INSTITUTE

RICE I, 3
ROCHESTER 3

ROCKWELL HANFORD

RUTGERS I, 3
SANDIA NATIONAL LABORATORY 1, 2, 3

SAN FRANCISCO STATE
SCIENCE APPLICATIONS, INC I, 2, 3
SCRIPPS INSTITUTION OF OCEANOGRAPHY

SKIDAWAY INST OF OCEANOGRAPHY
SOLAR ENERGY RESEARCH INST

SOUDAN
SOUTH CAROLINA

SOUTHEASTERN
SOUTHWEST RESEARCH INSTITUTE
ST. LOUIS

STANFORD 1, 3
STANFORD LINEAR ACCELERATOR CENTER

SYRACUSE 1, 3
TEMPLE
TENNESSEE 3

TEXAS 1, 2, 3
TEXAS AI,N 1, 3

1, 2, 3

EXHIBIT 9-3. Desired Locations Of ESNET Nodes.

(CONTINUED)
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TEXASACCELERATORCENTEit 1, 3"
TEXASTECll 3
TOLEDO
TRWINC
U.S. AIR FORCEACADEMY
U.S.- NAVAL ACADEMY
UTAH

UTAH STATE
VALPARAISO
VANDERBILT 3
VASSAR

VIRGINIA 3
VIRGINIA POLY INST 3
VIRGINIA STATE

WASHINGTON 3

WASHINGTON STATE

WILLIAM & MARY

WISCONSIN 3

WORCESTER POLYTECHNIC INSTITUTE

WYOMING

YALE 3

EXHIBIT 9-3. Desired Locations Of ESNET Nodes.

(CONTINUED)
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9.7..7 Media And Link Speeds

While it was planned that ESNET would use a mixture of terrestrial

and "satellite communications links, most of its links arc now terrestrial

and eventually all will be fiber links. The initial backbone is a loop of

56 Kbps and 1.544 Mbps links. Upgrades to TI speeds on all links is

anticipated. See Exhibit 9-4 for backbone link speeds.

9.2.8 Protocols

The ESNET will support the higher level DECNET and NSP protocols (Non

Standard Protocols) used by HEPNET and MFENET, as well as TCP/IP.

9.2.9 Administration

ESNET management is distribute over DOE hadquarters, MFECC and the

ESNET sites. The SCS coordinates requirements and develops plans and

budgets, the National MFE Computer Center (NMFECC) of Lawrence Livermore

National Laboratory (LLNL) installs and operates ESNET. Representatives

from each of the DOE Energy Research programs are appointed by the DOE

Office of Scientific Computing to the ESNET Steering Committee which

handles policy issues. The ESNET Site Access Committee, DECNET Working

Group and Site Coordinating Committee provide site support and

representation.

9.2.10 Funding

ESNET is funded by the DOE.

9.2.11 Future

The future of ESNET can be described in technological and political

terms. Technologically, the following changes are expected: upgrading

the backbone to 1.544 Mbps, migrating to ISO/OSI, and integrating access

internally and externally with other networks. Politically, ESNET will

play a key role in the development of a national research network, with
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this role being a function of how it interfaces with national efforts like

the RIB and the NRI Gigabit network research.

9.3 MAGNETIC FUSION ENERGYNETWORK- MFENET

9.3.1 History

MFENET was created in 1976 to provide access to the National MFE

Computer Center (NMFECC) located at Lawrence Livermore National

Laboratory. Since then, it has grown, using several underlying network

and transport protocols, to support access to more supercomputers.

9.3.2 Type Of Network

MFENET is an internet.

9.3.3 Purpose And Services

The original purpose of MFENET was to connect physics departments

doing research in nuclear fusion, specifically in Magnetic Fusion energy

(MFE). However, the DOE has expanded it to reach all the DOE Energy

Research Programs. That is, its primary users are the national

laboratories and DOE Energy Research programs. Services provided include

E-mail, remote login, file transport, and remote- command execution.

Access is restricted to DOE-funded researchers.

9.3.4 Extent And Size

MFENET is a nationwide network with currently about 120 hosts in the

continental United States.

9.3.5 Topology

The United States MFENET topology in 1986 is shown in Exhibit 9-5,
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and a list of user sites is shown in Exhibit 9-6. While MFENET reached,

at its most advanced stage, all the national laboratories, several

universities, thc Supercomputcr Computations Research Institute at Florida

State University and other institutions, it is now being replaced by

ESNET. Exhibit 7 presents a conceptual diagram of the MSFNET II

architecture, which is the ESNET architecture. Exhibit 9-8 shows the

originally planned full backbone configuration for MFENET II (i.e.,

ESNET).

9.3.6 Computers

The computers in MFENET serve as hosts, links to other nodes,

gateways or some combination of these three uses. They range in size from

small microcomputers to supcrcomputers. Five supercomputers are

reachable: a Cray Is, a Cray X-MP/2, two Cray 2s, and a Cyber 205.

9.3.7 Media And Link Speeds

MFENET uses a mixture of terrestrial and satellite communications

links. The existing links range from 9.6 Kbps to 56 Kbps lines to 112

Kbps satellite links. While the speed between any two hosts depends

greatly on the intervening links, reliability is high and there are

gateways to other networks.

9.3.8 Protocols

MFENET uses its own special purpose link protocols developed at the

Lawrence Livermore National Laboratory and called NSP. These protocols

are implemented for VAX/VMS and the Cray Time Sharing System (CTSS)

operating system used on the NMI:ECC Cray Supercomputers. Because the use

of non-standard protocols has led to interoperability problems with other

networks, MFENET will be using the NSP suite over the IP protocol, and

will eventually move to the ISO/OSI protocols. As noted earlier, this

change is part of the replacement of MFENET by MFENET II.
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9.3.9 Administration

MFENET is administered by the United States DOE and is managed from

the National MFE Computer Center of Lawrence Livermore National Laboratory

(LLNL). That is, the LLNL installs and operates MFENET.

9.3.10 Funding

MFENET is funded by the DOE.

9.3.11 Future

It is expected that MFENET will increasingly use the ESNET backbone,

gradually increase the speed of its tail links and eventually migrate to

ISO/OSI. Its impact on the national research network will be through the

ESNET.

9.4 HIGH ENERGY PHYSICS NETWORK - HEPNET

9.4.1 History

High Energy Physics (HEP), also known as Elementary Particle Physics,

is a branch of physics research which explores the underlying physics of

the universe. HEP uses techniques involving large accelerators which

permit the investigation of matter on a minute, sub-nuclear, sub-nucleon

scale. The size of the experiments, the scale of accelerators and the

cost of the efforts have led, over the last forty years, to the

concentration of the experimental sites at relatively few laboratories

worldwide. The typical experimental collaboration today encompasses from

100 to 400 physicists, who come from 10 to 40 institutions, in as many as

a dozen countries.

The original growth of networking for HEP began in the late 1970's.

Then, in 1984, the HEP Advisory Panel (HEPAP) formed a sub-panel to study

the computer needs of HEP for the next decade. This panel produced a
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report,and a response by the community to that report resulted in a

prospectus for a HEP Network in 1986. In 1987 the HEPNET Review Committee

(HRC) was formed to review the plans for networking in HEP, and this

committee has met several times up to the present. Thus, HEPNET, as an

extensive network, developed during the last decade. Finally, and as

noted in the initial overview, HEPNET has been using the backbone services

provided by ESNET.

9.4.2 Type Of Network

HEPNET is a the collection of lines and switches leased through HEP

and provides the management of networking protocols and services for HEP

use. It is a collection of networks used to _ support the HEP community.

It includes HEPNET.-Data Switch Networks, HEPNET DECNET, and HEPNET LEP3NET

(Discussed separately, below). As such, HEPNET is not a specific physical

network.

In the Data Switch Networks leased lines are used to connect

terminals and printers at home institutions with the switches and

computers at the laboratories. The HEPNET DECNET developed as a set of

smaller networks for individual collaborations and now these networks have

been connected into a single network. HEPNET DECNET consists of a number

of leased lines from about 50 universities to the laboratories, includes

many international sites, and uses the DEC networking software to connect

DEC computers which are widely used by the HEP community. As indicated

above, HEPNET LEP3NET is discussed later as a single network.

9.4.3 Purpose And Services

The primary purpose of HEPNET is to facilitate the geographically

dispersed collaborations typical of HEP research projects. HEPNET, as a

collection of networks, supports the full range of services for exchanging

messages and for sharing resources ie.g., E-mail, remote iogin, file

transfer).
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9.4.4 Extent And Size

While HEPNET originated in the United States, it has spread to most

places where high energy physics is conducted. The HEPNET community is an
international community; HEPNET is also a major continental European

network and extends to Canada and to Japan. The network currently has

over 6000 nodes.

9.4.5 Topology

The core facilities of HEPNET are the major High Energy Physics

laboratories: Argonnne National Laboratory (ANL), Brookhaven National

Laboratory (BNL), Fermi National Accelerator Laboratory (FNAL), Lawrence

Berkeley Laboratory (LBL),-and the Stanford Linear Accelerator (SLAC).

The links among these facilities form the backbone of the network.

Additionally, as suggested earlier, several European research

organizations are connected to HEPNET. Also, there are gateways to other

major research networks including: ESNET, MFENET, BITNET, and NSFNET. See

Exhibit 9-9 for a diagram of the Data Switch component of HEPNET, and

Exhibit 9-10 for the DECNET component of HEPNET. Since BITNET has been so

widely used by HEP users, the portion of BITNET involved in HEP activities

is presented in Exhibit 9-11.

9.4.6 Computers

The computers in HEPNET serve as hosts, links to other nodes,

gateways or some combination of these three uses. The main purpose of

HEPNET has been to provide access the the accelerator centers, 'and access

to supercomputers (increasingly needed for theoretical work by HEP users)

has been via MFENET.

9.4.7 Media And Link Speed

The links between the major facilities and those connecting

universities to these facilities are primarily 9.6 Kbps and 56 Kbps leased

lines. As the ESNET backbone is developed and used for HEP activities,

the speed of the links connecting the major HEPNET nodes will increase to
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1.544 Mbps. Also, it is expected that the sp'eeds of the tail circuits

will have to be increased.

9.4.8 Protocols

The DECNET protocols are used for the following reasons: DEC

equipment is widely used by physicists; DECNET services have been

considered satisfactory by physicists; DECNET protocols are compatible

with Ethernet and X.25 protocol which is important in Europe. TCP/IP was

not used because the huge files physicists often exchange made use of the

early ARPANET and Internet impractical. It is expected that DECNET Phase

5, which will be compatible with ISO/OSI, will be used by HEPNET.

9.4.9 Administration

The day to day operation of the network is the responsibility of the

local management at each of the nodes and access points. Because this has

proven inpractical, plans are being made for a more centralized

administration. Currently, some coordination is provided through the

HEPNET Technical Coordinating Committee (HTCC). The committee was formed

at the request of the DHEP program office in DOE and includes

representatives of the HEP laboratories (ANL, BNL, FNAL, LBL, and SLAC)

and of the L3 collaboration. However, there have been recent

recommendations for a more centralized management to meet the new and

growing needs of the HEP users.

9.4.10 Funding

HEPNET has evolved to its current state with little coordination or

planning, and thus has been funded from a variety of sources. Funding for

HEPNET has come primarily from DOE and NSF, but other sources (e.g.,

universities and BITNET) also have contributed to the HEPNET.

9.4.11 Future

As noted above, ESNET will support HEPNET, but the actual amount of

integration that will take place between the two networks remains to be
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determined. The following are expected: increased backbone speeds (to

TI), upgraded foreign links, upgraded tail links in the United States,

migration to DECNET Phase 5 protocol, and a more centralized

administration.

9.5 LEP3NET

9.5.1 History

L3 is the name given to one of four experiments in new high energy

physics at the LEP accelerator at the Cern Laboratory in Switzerland. It

is a multi-nation project c.ostin8 about $100 million, with the United

States contribution being about $25 million. The experiment involves over

400 international physicists who need to communicate with each other. To

make this international communication possible, LEP3NET was built. "LEP"

refers to the name of the accelerator at Cern, and "3" refers to the

number of the experiment. LEP3NET has been operating for about four years

and will exist as long as the Cern experiment continues, which will be for

an additional five to ten years.

9.5.2 Type Of Network

As noted above, LEP3NET is often considered one of the components of

HEPNET. Standing alone it is considered to be an internet.

9.S.3 Purpose And Services

As noted above, the purpose of LEP3NET is to support the L3

experiment at the Cern Laboratory in Switzerland. Services include the

full range of services for exchanging messages and for sharing resources,

including e-mail, remote login, and file transfer.

9.5.4 Extent And Size

LEP3NET is an international internet covering some twenty-one
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countries including European countries (e.g., France, Italy, Netherlands,

Spain, Sweden, Switzerland the center, West Germany), Soviet Union, China
and the United States. In the United States, nine institutions and 20

hosts are connected to the network.

9.5.5 Topology

In the United States, LEP3NET connects all United States research

institutions involved in the project including the following

universities: California Institute of Technology, Carnegie Mellon,

Harvard, John Hopkins, Massachusetts Institute of Technology, Michigan,

Northeastern, Princeton and Rutgers. See Exhibit 9-12 which shows the

location and connectivity of the LEP3NET nodes. LEP3NET also

interconnects with other networks, e.g., HEPNET, BITNET.

9.5.6 Computers

The computers in LEP3NET serve as hosts, links to other nodes,

gateways or some combination of these three uses. There are no

supercomputers on this network, but indirect access to supercomputers is

available.

9.5.7 Media And Link Speed

LEP3NET uses only terrestrial media; satellite service is not used

because of the delay factor. In the United States, lines are leased from

common carriers, and link speeds arc 9.6 Kbps and 19.2 Kbps. Since these

links are often saturated, higher link speeds (e.g., 56 Kbps and 1.544

Mbps) are being evaluated. This upgrading could involve sharing with

ESNET.

9.5.8 Protocols

LEP3NET is based on X.25 switches which makes the network fully

compatible with the simultaneous use of higher level protocol suites

including DECNET, the COLOURED BOOKS, and ISO standard protocols.
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9.5.9 Administration

In the United States, LEP3NET is administered, on a day to day basis,

at each of the sites involved in the L3 experiment. Major operation,

maintenance, training and support concerns are directed to the California

Institute of Technology.

9.5.10 Funding

Funding has been provided primarily by Division of High Energy

Physics, DOE. Other sources of support have included the NSF and the

universities involved in the L3 experiment.

9.5.11 Future

LEP3NET will continue as long as the L3 experiment is being

conducted. The future nature of this network will be a function of how it

is integrated with ESNET. Probably, LEP3NET will use the ESNET backbone,

but will not actually become a part of ESNET.

9.60PMODEL NETWORK

9.6.1 History

The DOE released a request for proposal for the development and

implementation of the OPMODEL (i.e., Operational Model) network in late

1981. The contract was awarded to the Government Networks Division of

Contel Federal Systems, McLean, Virginia. The network, which is a Time

Division Multiple Access (TDMA)/Demand Assigned Multiple Access (DAMA)

wideband satellite network, is being installed in phases. In Phase 1,

completed in late 1985, four nodes were operational and the burst bit rate

was 15 Mbps. Cut-over to full service at the four nodes occurred in the

Spring of 1986. In Phase 2, which will be completed in early 1990, two

nodes are being added, the burst rate is being increased to 60 Mbps, and

new features are being added.
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9.6.2 Type

The DOE OPMODEL network is a nationwide network. Since the network

is not protocol sensitive and since the DOE does not disclose it use of

protocols, whether the network is a simple network, an internet or a

metanet cannot be determined.

9.6.3 Purposes & Services

The DOE OPMODEL network is designed to provide the DOE with an

integrated dedicated telecommunications network with wideband connectivity

to meet its mission needs. Since privacy is a major concern, data is

encrypted using the DES (Data Encryption Standards) algorithm. Services

include secure and non-secure, switched and dedicated digital data

services; computer to computer interchange (analog data); computer aided

design/computer aided manufacturing (CAD/CAM); voice services; and

specialized services, including video teleconferencing and document

distribution.

9.6.4 Extent & Size

This network is a nationwide network which is used primarily by the

DOE and its contractors.

9.6.5 Topology

The DOE OPMDOEL network topology is depicted in Exhibit 9-13. When

Phase 2 is completed the six nodes of the network will include the four

original nodes at Germantown, MD, Kansas City, MO, Albuquerque, NM and

Livermore, CA, and the two new nodes at Oak Ridge, TN and Mercury, NV.

The network is dynamically reconfigurable. As user needs change during

the hour, day or week, system capacity can be restructured to give

bandwidth to meet the changing load demands.

9.6.6 Computers

All types and sizes of computers are used on this network. The exact

types and sizes have not been disclosed by the DOE.
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9.6.7 Media & Link Speed

The DOE OPMODEL Network, as a TDMA/DAMA wideband satellite network

with on-demand connectivity, has a burst bit rate up to 60 Mbps. Port bit

rates are up to 2.048 Mbps. Individual communications circuits enter this

wideband channel via TDMA/DAMA interfaces. The nodal processor

controlling the system access operates in a burst mode so that all nodes

can transmit addressed data onto the wideband channel in a time shared

access arrangement. Because data privacy is a major concern, bulk DES

encryption is provided for data paths up to 60 Mbps. The system supports

data rates from 2.4 Kbps to 1.544 Mbps. 64 Kbps digital voice is also

provided via the DAMA system. Total throughput of each node is currently

about 5 Mops.

9.6.8 Protocols

As noted earlier, the DOE OPMODEL Network is not protocol sensitive.

That is, circuits can be configured to accommodate most kinds of

protocols. Since the DOE does not disclose the protocols they use, they

cannot be discussed here.

9.6.9 Administration

The Contel Federal Systems' Government Networks Division, along with

its subcontractors, has procured, installed and tested this network, and

continues to provide services to expand the network. Another DOE

contractor, CDSI, operates the network from the Government Network Control

Center at Germantown, MD. DOE personnel oversee these efforts.

9.6.10 Funding

The DOE has funded this network.

9.6.11 Future

In the future, new nodes may be added and satellite hoping may be

incorporated to increase capacity. Because this is • secure DOE network,

it probably will note be integrated into the NRN.
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SECTION 10

BITNET - BECAUSE ITS TIME NETWORK

AND

CSNET - COMPUTER -F SCIENCE NETWORK

10.1 OVERVIEW

Both BITNET (Because Its Time Network) and CSNET (Computer + Science

Network) emerged in the early 1980's as distinct networks. However, since

these two networks have agreed to merge, they will be discussed together.

The premise for the merger is that the combination of the resources of

BITNET and CSNET will proyide the research community with more reliable,

consistent and widespread networking resources. It will take the research

community a step closer to having a single national network for academic

and industrial organizations. The goals of the merged organization

include supporting a range of services to national and international

groups in academic, government and industry, and providing a voice for the

community it serves. The new network will be open to all academic users,

to research, development and engineering staff in industry, and to

government and non-profit research and scholarly organizations.

10.2 BITNET- BECAUSE ITS TIME NETWORK

10.2.1 History

BITNET was the first major network based on the interest and belief

that computer-based networking could improve higher education, rather than

on networking research or a disciplinary specialty. It began in 1981 when

two sites, City University of New York and Yale University, were

connected; two modems sent data flowing over a leased telephone circuit

between the computing centers of these two schools. BITNET started as a
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network of IBM hosts, but today there are many non-IBM hosts on the

network.

BITNET is a cooperative network. From its start, BITNET's philosophy

has been that each institution would pay for its own communications link

to the network and provide facilities for at least one new member to

connect. Consequently, new members expanded the geographic penetration of

the network. Each new node on the network contributed communications,

intermediate storage, and the computer processing necessary to make its

part of the network function. Each member agreed to pass traffic bound

for other members without charge, and the network grew in a vine-like

manner throughout the United States.

Volunteer efforts and improved end user programs facilitated growth,

but growth, itself, created a need for centralized information and

services. In 1984 information and operation centers were established, and

an executive committee was formed to provide policy and supervision. In

1987, BITNET underwent a major reorganization; it became incorporated and

governed by a Board of Trustees.

10.2.2 Type Of Network

BITNET is a cooperative store and forward network. Information

transmitted from one node is received by intermediate nodes and forwarded

to its destination. The network serves as 8 communication link between

universities and research centers with few restrictions.

10.2.3 Purpose And Services

The premise for establishing BITNET was that it could provide a

communications network among universities with no special rectuirments or

restrictions. The network has played a major role in fostering the use of

digital electronic communications networks for scholarly and

administrative communication within the academic community. Today,

students, faculty and administrators are transcending geographical

boundaries to form partnerships based on discipline, interest and mutual

concern.

Page 10-2



BITNET is chartered for the purpose of facilitating non-commercial

exchange of information consistent with the academic purposes of its

members. Services available on the network include electronic mail, file

transfer, real-time terminal messages, and access to BITNET server

machines which provide information retrieval services. The network does

not support remote login and general file transfer.

10.2.4 Extent And Size

BITNET is a worldwide network. It serves hundreds of sites in 32

countries. In the United States it serves over 400 institutions and over

2500 nodes encompassing all 50 states; virtually all major research

institutions are connected and growing numbers of smaller institutions are

joining.

BITNET in the United States is complemented by a worldwide network

that uses the same networking software and that includes sites in Europe

and the Middle East (EARN - the European Academic Research Network),

Canada (NetNorth), Singapore, Taiwan, Japan, Korea, Mexico, Chile and

Brazil. BITNET, EARN AND NetNorth form one topologically interconnected

logical network, even though political and funding considerations have

enforced their separate administration and distinct policies. They are

fully interconnected, permitting scholars and researchers to communicate

and share information in a cooperating network of computers that

transcends political and geographic boundaries.

In addition, gateways exist from BITNET to many other networks (e.g.,

NSFNET, CSNET, and various specialized networks throughout the world).

I0.2.5 Topology

The BITNET topology in the United States can be depicted by showing

the location and connectivity of its nodes (See Exhibit 10-1). Exhibit

10-1 indicates that the BITNET nodes are distributed throughout the Unite

States, and that this distribution reflects the population distribution of

the United States. Also, the geographic map of the network suggests that
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the network is a tree network rooted at the City University of New York

where it began; this means that the nodes near the root of the tree are

more important.

10.2.6 Computers

While BITNET started as a network of IBM hosts and most of its hosts

still communicate using an IBM communication environment, there are many

non-IBM hosts using emulation software to provide the appropriate

protocols for the DEC and Sperry environments. This emulation software

has allowed the network to become quite heterogeneous in terms of machine

type and operating system.

10.2.7 Media And Link Speed

BITNET nodes are commonly interconnected by 9.6 Kbps leased phone

lines. However, the increasing use of other networking protocols as the

trasnport mechanism has allowed for line speeds of as mush as 1.544

Mbps.

10.2.8 Protocols

Usually, computers on BITNET communicate with each other using

software implementing IBM's SNA protocols. Recently, there has been

increasing use of other networking protocols (e.g., DECNET and TCP/IP).

BITNET is developing a BITNET prototype to utilize the TCP/IP protocol of

the Internet, so that BITNET users will have full acccess to NSFNET.

Also, the development of software and gateways that will allow BITNET to

coexist with international networks using international protocol standard

such as X.400 is anticipated. As with other research networks, the

eventual migration to ISO/OSI protocols is expected. Currently, this

migration is at different stages throughout the world in the BITNET.

10.2.9 Administration

BITNET started as a cooperative network with no formal administrative
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structure. Its computer center directors held informal meetings to

discuss issues and policies. In 1984, this Board of Directors formed an

Executive Committee composed of representatives from the major hub nodes

on the network and made it responsible for policy and planning. In 1987,

the network became an incorporated body governed by a Board of Trustees

elected by and of its membership. Daily operations and user support for

BITNET is provided by the BITNET Network Information Center (BITNIT) in

Princeton, NJ.

10.2.10 Funding

There was no formal support structure for BITNET until the 1984-86

IBM grant funding the establishment of an information and operations

support center. Since 1987, BITNET and the BITNET Network Information

Center have been supported by membership dues. The network's fee

structure is based on members' annual operating budgets and their

functions (i.e., academic, commercial, government, or non-profit). As

mentioned above, NSF recently has funded some protocol development that

will enable users to access NSFNET.

10.2.11 Future

New technologies, protocols, and applications and a new

administrative structure are expected in BITNET's future. By 1991 there

will be a new corporation in place to manage the new network resulting

from the merger of BITNET with CSNET. As noted earlier, the gradual

migration to TCP/IP and ultimately to ISO/OSI is taking place. Also,

BITNET Board members and staff are working with other network leaders on

the national and international planning that is required to ensure the

development of standards and networks and their application and

utilization for BITNET.
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10.3 CSNET - COMPUTER + SCIENCENETWORK

10.3.1 History

CSNET was established in 1981, but its history began in mid-1979 when

discussions, at the University of Wisconsin on the feasibility of a

establishing a computer science department research computer network, were

initiated; participants included NSF, DARPA and other institutions. In

late 1979 an initial proposal to NSF for establishing a network was

deferred in favor of funding further study. In 1980 a planning group of

representatives from universities, EDUCOM, and the Rand Corporation

prepared a new proposal and submitted in to NSF. This proposal, which was

approved by NSF and which provided funding for the 1981 through 1985 time

period, was to develop a computer science research network to link any

university, commercial or government organizations involved in research

and advance development in computer science and computer engineering.

10.3.2 Type Of Network

Today, CSNET is a metanetwork including several physical networks

using different protocols but serving a single community of users. That

is, it is a single logical network that connects many computers on six

networks. These networks, which vary in services offered, lower-level

protocols used, and speed and reliability, include: PhoneNet, X25Net,

ARPANET, Cypress, Leased Lines and Dial-up IP. They are described briefly

as follows:

1. PhoneNet: This is a store-and-forward electronic mail network that

allows CSNET users to exchange messages with each other and with the

DARPA Internet through a central relay host. PhoneNet sites run lVf]VlDF,

PMDF or CMDF software and utilize modems for dial-up access to the

CSNET relay over public telephone lines. In the Fall of 1988 there

were 89 active sites, eleven international affiliates were acting as

gateways to foreign countries, and four other organizations were

international members.

2. X25Net: This component network uses TCP/IP on top of X.25, is part of
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the lnternet, and was designed to allow full TCP/IP services (e.g.,

file transfer and remote login) for subscribers without a direct
ARPANET connection. It is now a common method for international

membersto connectto CSNET.

3. ARPANET: Some sites have joined CSNET to increase the availability of

a pre-existing ARPANET connection. CSNET has had permission from

DARPA to allow researchers who are not working directly on government

contracts to access the ARPANET.

4. Cypress: This network, which is built from the Cypress leased-line

protocol and uses UNIX systems as switching nodes, has provided

Internet access through gateways at Purdue University since 1985.

5. _: Leased Lines provide full Internet connectivity to a

number of CSNET sites, primarily in the greater Boston area. TCP/IP

is supported by a number of link level protocols.

6. "-D_J.a._L_.._: This is an implementation of Serial Line IP (SLIP) which

allows users to establish an IP connection to a central CSNET router

over public telephone lines. All of the usual TCP/IP services are

supported above IP, and users have the same services as X25Net sites.

This type of connection uses 9.6 Kbps modems, and it is expected that

many PhoneNet sites will convert to Dial-up IP.

CSNET also is considered as a NSFNET mid-level network, even though

it is not directly connected to the NSFNET backbone.

10.3.3 Purpose And Services

CSNET's original purpose was to facilitate research and advanced

development in computer science or engineering by providing a means of

increased collaboration among those working in the field. Over time, its

membership became more general and included industrial, academic,

government or non-profit institutions engaged in computer-related research

or advanced development in science or engineering. With its merger with

BITNET, its membership will be even broader; as noted in the Overview, the

new network will be open to all academic users, to research, development

and engineering staff in industry and to government and non-profit

research and scholarly organizations.
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The services that have been provided by CSNET through its component

networks have included E-mail, remote iogin, and file transfer. Mail

delivery has been a major CSNET service from its beginning, and mail is

the only service supported on all of the CSNET component networks. Its

Info-Server Program provides distribution of requested documents in

response to requests. Its User Name Server provides information such as

name, address, telephone numbers and electronic mail addredsses for CSNET

sites and users. In general, PhoneNet provides electronic mail service

using dial-up connections, Dial-up IP provides remote login, electronic

mail, and file transfer services using telephone connections, and X25Net

or Leased-Lines provide full-time interactive communication with the

Internet.

10.3.4 Extent And Size

While CSNET is primarily in the United States and Canada, it has

links to international members and affiliates throughout the world

including the following countries: Australia, Finland, France, Germany,

Israel, Japan, Korea, New Zealand, People's Republic of China, Sweden,

Switzerland, and the United Kingdom. There are over 200 hosts in all, and

many of them serve as gateways into internal company networks or national

networks. That is, CSNET provides gateways to other networks in the

United States, Canada, Europe and Asia, and foreign academic organizations

may connect to CSNET via gateways established by its international

affiliates. _

10.3.5 Topology

The CSNETT topology in the United States can be depicted by showing

the location and connectivity of its nodes (See Exhibit 10-2). Exhibit

10-2 indicates that the CSNET nodes are distributed throughout the United

States and that this distribution reflects the population distribution of

the United States as well as the concentration of research centers and

institutions of higher learning.
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10.3.6 Computers

Because CSNET link speeds are relatively slow, its computers are

relatively small; i.e., it does not have direct access to supercomputers.

While it anticipates direct access to NSFNET and DRI, it does not

anticipate providing high speed links to supercomputers for its users.

10.3.7 Media And Link Speed

CSNET nodes are interconnected by public phone lines, leased phone

lines, or public X25 connections purchased from Telenet. The speeds on

these lines vary from 1.2 Kbps to 56 Kbps, with most of the link speeds

being at 9.6 Kbps. CSNET does not anticipate increasisng these link

speeds significantly; they plan are being a relatively low-speed

network.

10.3.8 Protocols

As noted above, CSNET is a metanetwork with varying protocols,

especially at the lower levels. Its two main protocols are PhoneNet, a

special dial-up and electronic mail protocol, and TCP/IP. An example of a

lower level protocol that is used by only one of the component networks is

the Cypress leased line protocol. Its transition to ISO/OSI is not clear

at this time.

10.3.9 Administration

CSNET is a project of the University Corporation for Atmospheric

Research (UCAR), Boulder, Colorado, under contract to the NSF. Bolt,

Beranek and Newman (BBN) in Cambridge, Massachusetts, has a sub-contract

with UCAR to provide the CSNET operations and user services. BBN does

this through a Coordination and Information Center (CIC). The CIC

provides technical, operational, administrative and end user support.

UCAR, with advice from the CSNET Executive Committee which consists of

representatives from member organizations, oversees BBN's operation of the

CIC.
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10.3.10 Funding

As noted above, NSF provided initial funding for the development of

CSNET. NSF funds supported the network from 1981 through 1985, and CSNET

has been self-supporting since them. The CSNET CIC operates with a

no-cost contract with NSF. Member organizations pay annual dues based on

several classifications (e.g., academic or industrial) and pay for

hardware and communication costs. Recently, CSNET received a grant from

the NSF to support the further development of TCP/IP services and

improvement to the CSNET User Name Server.

10.3.11 Future

As noted earlier, CSNET. plans to merge with BITNET. This merger has

been approved and plans for implementation are underway. It will expand

CSNET's purpose, the number of its users, and the number of services it

provides. Also, the merger will make possible unified representation for

the user community. While it is expected that the new network will be

interconnected with other national network, it plans to remain a

relatively low-speed network. While representatives of both CSNET and

BITNET are participating in the planning of a national research network,

it is not clear how the new combined network will interface with a

national research network.
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SECTION 11

CURRENT INTEGRATED RESEARCH NETWORK

11.1 OVERVIEW

Once the selected computer research networks were identified, defined

and described, as documented in Sections 3-10, the next task was to size

the current nationwide integrated computer research network. The

descriptions of the current individual research networks were used to

overlay these networks and to develop the topology and definition of a

current integrated research network (IRN) representing these selected

networks.

11.2 METHODOLOGY

As noted earlier in Section 2, the major activities conducted to size

and define the current integrated research network included:

I. Planned sizing strategy.

2. Collected current topology data.

3. Developed network database.

4. Identified major access points.

5. Determined major access point connectivity.

7. Determined link capacity between major access points.

8. Iterated activities 3 - 5.

9. Defined current IRN.

The first step taken to size the current integrated computer research

network was the collection of new and current topology data on each

selected network. This "information included: current topology maps

showing the major nodes and their connectivity; area codes and exchanges;

and current speeds of all lines connecting all major nodes and the

distances between all pairs of major nodes. The area codes and exchanges

were used during the costing subtask to obtain typical link costs for 56

Kbps and T1 services. The new topology information was presented in the

Page 11-1



descriptions of each network (see Sections 6-I0) and later in this section

(see Section 11.3.2).

After this information was collected and organized, a main network

database was developed, so that the network information could be analyzed

when sizing the current IRN. This main network database ultimately

included the following types of network parameters: network name, network

acronym, and subnetwork name; city A name, state, area code and exchange,

and major access point identification; city B name, area code and

exchange, and major access point identification; and link capacity and

distance between city A and city B. It should be pointed out that some of

these paramters (e.g., major access point identification and distance

between cities) were the products of subsequent activities noted below.

This main network database then was used to identify major access

points. Common hubs and common routes were identified by noting where the

various networks overlapped. This overlaying process was iterated several

times to identify the major access points. Some of the original network

nodes became access points, some were grouped with other nodes to become a

single access point, and others did not warrant inclusion as a major

access point.

Once these major access points were selected, their connectivity was

determined by reorganizing the original main network database in terms of

these major access points, resulting in a current network database. The

database then was used to note how many links originated from each major

access point, what their terminations were and what their speeds were.

This information then was used to specifiy the IRN backbone and the

capacity requirements of the various segments of the backbone. The

Current IRN was then defined in terms of this IRN backbone and link

capacity. It should be pointed out that these major activities were

iterated several times.

11.3 FINDINGS

The findings obtained from the activities conducted to size the

Page 11-2



Current computer research network are presented in terms of the following:

the current topology maps on each selected network; the primary network

database; the major access points and their V & H coordinates; City A and

City B links sorted by City A and City B identifications (i.e., major

access points), and the Current IRN topology. These results are presented

below.

11.3.1 Current Topology Maps

A list of the networks selected in this study is presented in Exhibit

l l-l. The current topology maps of all these selected networks are

presented in Exhibits 11-2 through 11-53. These maps, which depict

network nodes, connectivity and link speeds, represent the raw data which

served as the basis for ail subsequent analyses conducted to size the

Current IRN.

11.3.2 Primary Network Database

The primary network database is presented in Exhibit 11-54 (see page

11-57). This database includes the following types of network parameters:

network name, network acronym, and subnetwork name; city A name, state,

area code and exchange, and major access point identification; city B

name, area code and exchange, and major access point identification; and

link capacity between city A and city B. This primary database was used

to identify major access points for the Current IRN.

11.3.3 Major Access Points

The major access points for the Current IRN are listed with their

state and V & H coordinates in Exhibit 11-55. These major access points

are: Albuquerque, Austin, Boston, Boulder, Chicago, Cleveland, Columbus,

Dallas, Detroit, Houston, Huntsville, Indianapolis, Iowa City, Ithaca,

Kansas City, Kennedy Space Center, Lincoln, Livermore, Los Angeles,

Madison, Miama, Minneapolis, New York, Norfolk, Oak Ridge, Philadelphia,

Pittsburgh, Portland, Princeton, Salt Lake City, San Diego, San Francisco,

Seattle, Sate College, Tallahassee, Tucson, Urbana, Wallops Island,

Washington, and White Sands. (Next text on Page 71)
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EXHIBIT 11-1. NETWORKS SELECTED

° Department of Defense (DOD) research networks:

Advanced Research Projects Agency Network (ARPANET)

Defense Research Internet (DRI)

, National Science Foundation Network (NSFNET) - Three level network:

National backbone

Twenty-one mid-level networks

Thirteen Original Backbone and Regional Networks:

NORTHWESTNET, BARRNET, SDSCNET, WESTNET, USAN, MIDNET,

SESQUINET, NCSNET, MERIT, PSCNET, NYSERNET, JVNCNET,

SURANET.

Eight New Regional Network:

CERFNET, CICNET, LOS NETTOS, MRNET, NEARNET, OARNET,

PREPNET, THENET.

Over 250 campus networks

, National Aeronautics & Space Administration (NASA) research networks:

NASA Science Internet (NSI)

NASA Science Network (NSN)

Space Physics Analysis Network (SPAN)

Numerical Aerodynamics Simulation Network (NASNET)

NASA Communications (NASCOM)

o Department of Energy (DOE) research networks:

Energy Science Network (ESNET)

Magnetic Fusion Energy Network (MFENET)

High Energy Physics Network (HEPNET)

LEP3NET (A Cern Accelerator Experiment Network)

OPMODEL

5. BITNET (Before Its Time Network) and

CSNET (Computer + Science Network)
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EXHIBIT 11-2. ARPANET Topology (January 31. 1988)
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EXHIBIT 11-3. Current NNT Topology
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NSFNET T-1 Data Network
New Topology

BARRNetl

SDSCNET

CNSFI
NYSERNet

PSCNET :i:.....
NCSA/UIUC _• _

JVNC

SURAnet

2-1HW
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EXHIBIT 11-4. Overall NSFNET Topology
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EXHIBIT 11-5. NORTHWESTNET Topology
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Legend

O Network Operating Center

• Ptrticipaung Member

O Affiliate Member

T-1 IAnk

-_- 56 Kbps Link

mlmmil Microwave Link

._ddifional SiliconValleySites
Advanced DecisionSystems
DigitalEquipmentCorp.WRL
ESL
FMC Inc.
l,V_sa,clIn_mte
Schlumberger
Sun Microsymms
Tandem Computers Inc.
Teknowledge

_lmfard

Udvnty
Itt,au.lmdi

I,/It._J ammgm

VJ

_l..nvu_ II_,dr/

S_4m Cal_

UC SaIQ.u

_MmJsr_yA_

UCO_s

NS_a

, L,,m'_ L_ilm¢,

N _,.,-,

EXHIBIT 11-6. BARRNET Topology
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U Wsshington

U Utah

KPO, AZ

UCSB

CIT
UCLA

UCRIverside NSFnet
UClrvlne Backbone

'°SCl

EXHIBIT 11-7. SDSCNET Topology
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Boise State

Utah State

Utah

BYU

NSFnet
Backbone

U Wyoming

T1

NCAR

UC(

CARL

Arlz State

Rockwel

NMT

SF Ins

UNM
UNM

AF'W Lab

NM Inmt
M&T

U Arlz Ap_ _ak 0bs

NMSU
Nat Sun

EXHIBIT 11-8. WESTNET Topology

Page ll-ll



.I,,,o

EXHIBIT 11-9. USAN Topology
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EXHIBIT 11-10. MIDNET Topology

Pase II-13



EXHIBIT 11-11. SESQUINET Topology
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Argonne Nat'! Lab

University of lIT
Illinois-Chicago

NSFnet

_Backbone

Fermi Nat'l Lab

14.4

_:,pe

NCSA/UIUC

Notre Dame

56 Kbpe

EXHIBIT 11-12. NCSNET Topology
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EXHIBIT 11-13. MERIT Topology
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EXHIBIT 11=14. PSCNET Topology
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EXHIBIT 11-15. NYSERNET Topology
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_-- JOHN VON NEUMAN_'N NATIONAL SUPERCOMPUTER CENTER

JVNCnet North East Regional
Network

Links are T2, unless noted as

_6 _bps

Northeastern

L'_jversRy of Bostorl Unlv.
Arlzons Harv at0

Univerlfty of t. M. l T
Colorado J_

hek¢_. J'VNC'Ncc |eolp_hicad
04/0_/II9

Penn State

wesiya

Colum0t,

Newark BN5,

Rutgers
NOIT

Stevens
UMONd
Montclalr

JvNC

Princeton U.

Siemens Research

Institute for

Advanced 5tuCy

Kbps

NSFNet

ARPANET

BITNET

NOROUnet

JANET

J

EXHIBIT 11-16. JVNCNET Topology
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NSFnet Backbone

Washington DC Area

Catholic U _ hHSGall|udat 0
Geo Mason U
Geo Wash U SRC
U Md Win&Mary
NRL NASA Goadard
NBS Georgetown U
NCI

Kentucky

Vandar!

Miss St

UA-B

UA-T

U Term

FSU

UW

Vs. Tech

USC

Clemcon

Georgia/
Oa.Tech Ctr

UFla

NRL-Orlando

UNC/

Duke/

NC

UDel

EXHIBIT 11-17. SURANET Topology
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Legend

56 kb orslower

1.s. M_ab_

Backbone 1.544 Mogabit

CERFnet Backbone
Merrier

CERFnIt Regular
Member

CERFnet Associate
Member

CERFnet Special
Member

SWRL

CERFnet Topology

LOS NETTOS

UCSB

512 Idlobttline

UCLA

UCR

UCi

Ca#_h

Hughes

Claremont

Occidental

Cal State Network

San Diego State
CSUnet Tilt Link
(to be discontinued
Fill 1ill)

ARPANETQ

Agouron

UCSD USD

Quaicmnm

SAIC

RISC

NSFnet

5-2-89

EXHIBIT 11-18. CERFNET Topology
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EXHIBIT 11-19. CICNET Topology
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MRNet

Minnesota Regional Network _ _ _"

_Cm_ _ fTt_ _ _ _ IS_llm| _IB

Ca81Jq110eIID { _UlJt _ Mill 188 IAdDd r_,_ JtlIOSR8 I J(RfDI

; f-_l_ • _ [ r_-
I ''2'l'_'l I _ _ I,_ I.,_ I.._m_l'i_'lt

_I___%___L_

-'- ["'-7I II_ IL. IImUl

i

Topolo_ of the M,'rNet network. ¢_nE_. m_m/_rs ape re.
sponsiblt forprovidintti_ir own communicat_n linesand equip.
_mta to connect to the hub. Various connection schon¢$ are po$.

EXHIBIT 11-21. MRNET Topology

Page 11-24



¢b

IX:

LLI

0
m
o

o
1m

L
0

Z

Z

EXHIBIT 11-22. NEARNET Topology
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EXHIBIT 11-23. OARNET Topology
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EXHIBIT 11-24. PREPNET Topology
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Texas Higher Education Network
(THEnet)

AZZ Links a_ 9.6

ezcept as noted.
_ps_

\
6 Kbpe

4 Kbps

©

1. UT Au.lfm

LIT Systan Ceate_ for Hilh Perfonnmce Computing
UT Sysmn Office of Tdecommunication Services
lit System Adminis_ation

Texas Sta_ Purchasing and Genecal Services Commi.ion
Texas School for th8 Blind

Text, Higher Educmion Coon/inating Board
Microetectronics Compuu_r Corporation
Schlumberga Limited
lockheed Austin Division

Computational Logic Incorporated
SEMA'IIBCH

2. LIT Health $cimce Cram" ,,t San Antonio
UT Sins Antmuo 4.
Wilford Haft MKlicll Cmum'

Brooke Army Medical Cen_ 5.
Brooks School of Am_spece Medicine
Southwest Research Inmitme 6.

St.Mary's Univm'sity 7.
3. UT Da/las 8.

UT Southwestam Medical Cmu_ -_ Dallas 9.

UT Arlington !0.
Texas ChristianUniversity II.

Merit Teclmololy Incoqmrated 12.

Texas Insmunenu Incoepo_mcl 13.
Rockwell lain'national 14.

Convex Computer Coq_radon 15.
4. lit HeaKh _ _ m Hommn 16.

UT M.D. ,,,_damn CaJwer Career 17.
Texas Cmc_ Data Cram 18.
Houstms A:es R_ Cmsmr 19.

O See detail on next page

University of Houston
Rice Uaivmity

lit HealthCa_r st Ty_
LIT Tylar
UT Pro'mires Basin
UTEI Paso

liT West Texas Lands Mmuqlemem
Tex.,. A&M University
Baylor University
Southwest Texas SW,' Univmity
Pan Amecic_ University
Sam Houston Sutm University

Texas Tw.h University
Ur.ivemity of North Texas
Abilme Christian University

M.D. Anden_ Cancsr Ceau_ Science Park
UT Mulical Branch Otlvenm
UT Mm'i_ Science _mm

20. Prairie View A&M Umversity
21. UT McDonald Observatory
22. East Texu Stare University
23. In.into Tecael6li¢o y de Esmdios

Superiore_ de Moaten'ey

890309

EXHIBIT 11-27. THENET Topology
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EXHIBIT 11-26.

NORTHWESTNET

Alaska, University System
Battelle (Richland)
Boeing Computer System
Idaho, U of
Montana State U

N. Dakota Higher Educ.
Oregon, U of

Oregon, Graduate Center
Oregon State U
Washington, U of
Washington State U

Advanced Decision Systems
Apple Computer Corp.
Bionet/lntelligenetics
Cal State Sacramento

CA, U of, Berkeley
CA, U of, Davis
CA, U of, San Francisco
CA, U of, Santa Cruz

cisco Systems, Inc.
ESL (TRW)
Excelen
FMC Inc.

Hewlett Packward Labs
Kestrel Institute

Lawrence Berkeley Lab
Lawrence LIvermore Nat'! Lab

Monterey Bay Research
NASA Ames Research Center
SRI Internat.
Stanford U

Sun Microsystems
Tandem Computers Inc.
Teknowledge
US Geological Survey
Xerox PARC
3Corn

SVSCN T
Agoron Institute
Calif. Institute of Tech

CA. U of, Irvine
CA, U of, Riverside
CA, U of, Santa Barbara

CA, U of, San Diego
CA, U of, Los Angeles
Hughes Network Systems
Kit Peak Observatory, AZ
Maryland, U of
San Diego Supcrcomputer Center

San Diego State University

Campus Area Networks

SDSCNET (Cont.)

Scripps Institute
Utah, U of
Washington, U of

WESTNET
Air Force Weapons Lab

Apache Point Observatory
Arizona, U of
Arizona State U

Boise State U

Brigham Young U
Colorado Alliance of Res Lib.

Colorado, U of, Boulder
Colorado, U of, Col Spr
Colorado, U of, Denver
Colorado, U'of No.
Colorado School of Mines
Colorado State U
Denver U

Ford Aerospace
Los Alamos Nat Lab
NCAR

Nat Sunspot Observatory
New Mexico Institute of Min/Tech
New Mexico Technet

New Mexico, U of
New Mexico, U of, Los Alamos
New Mexico State U
Rockwell International
Sante Fe Institute

Utah, U of
Utah State U

U.S. Geological Survey
Wyoming, U of

USAN
Institute for Naval Ocean.
Miami, U of
NCAR
Naval Res Lab

Oregon State U
Penn State U

Wisconsin, U of
Woods Hole Ocean. Institution

Arkansas, U of
EROS Data Center
Iowa State U

Iowa, U of
Kansas State U

Kansas, U of
Missouri, U of, Columbia

-- Page 11-29



EXHIBIT 11-26.

MIDNET (Cont._

Missouri, U of, Kansas City
Missouri, U of, Rolla
Missouri, U of, St Louis
Nebrasks, U of, Lincoln
Nebrasks, U of, Omaha
Oklahoma State U

Oklahoma, U of
South Dakota, U of
Tulsa, U of
Washington U

Baylor College of Medicine

Computational Logic, Inc
Convex, Inc
Houston Area Research Center
Houston, U of
Lockhead Austin Div

Merit Technologies
Microelectronics & Computer Cons.
Prairie View A&M U
Rice U

Rockwell, Inc.
Schlumberger
Southwest Research Institute
Texas A & M U
Texas Southern U

Texas, U of, Austin
Texas, U of, Dalla:
Texas, U of, HSC San Antonio
Texas, U of, Houston
Texas, U of, San Antonio
Texas Instruments

Argone Nat'l Lab
Fermi Nat'l Lab

Ill, U of, Chicago
NCSA/U of Ill
Notre Dame U

Wise, U of, Milwaukee
Wise, U of, Parkside

MERIT
Ann Arbor

Cheboygen
Dearborn
Detroit

East Lansing
Flint

Grand Rapids

Houghton

Campus Area Networks

(Continued)

HIRI.T_.LQ U 
Kalamazoo

Marquett
Mt Pleasant
Rochester

Saginaw
Telenet

Traverse City
Troy, NY
Tymnet
Washington, DC
Ypsilanti

PSCNET
Maryland, U of
NASA Lewis
Ohio State U

Pittsburgh Supercomputer Center

Alfred U
Brookhave Nat Lab

City U of NY
Clarkson U
Columbia U
Cornell U
Eastman Kodak
General Electric
Hartford Grad Center
IBM
New York U
NYNEX Sci & Tech

Polytechnic U

Rensselaer Polytechnic Inst.
Rochester, U of
Rockfeller U

Rome Air Devop Center
SmithKline & French

SUNY Albany
SUNY Binghamton
SUNY Buffalo

SUNY Oswego
SUNY Stony Brook
Syracuse U
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EXHIBIT 11-26.

JVNCNET(Cont.)

Dartmouth U
Harvard U

Massachusetts, U of
MIT

New York U
NJIT
Northeastern U
Penn State U

Penn, U of
Princeton U

Rutgers U
Siemens Corp
Stevens Inst. of Tech

Wesleyan U
Yale U

SURANET
Alabama, U of, Birmingham
Alabama, U of, Tuscaloosa
Catholic U
Clemson U
Continuous Elec Beam Accel Fac

Delaware, U of
Florida State U
Florida, U of
Gallaudet U

George Mason U
George Washington U
Georgetown U

Georgia, U of
Georgia Institute of Tech
John Hopkins U
Kentucky, U of
Louisiana State U

Maryland, U of
Miss State U

Naval Research Lab, DC
Naval Research Lab, Orlando
NASA Goddard

NASA Langley
National Bureau of Standards
National Cancer Institute
Nat Inst of Env Health Sciences
Nat Inst of Health

Nat Radio Astronlmy Observ
Nat Science Found

Oak Ridge Nat Labs
Old Dominion U

South Carolina, U of

Supercomputer Res Center
Term, U of

Triangle U Computation Center

Campus Area Networks

(Continued)
SURANET(Cont._

Duke U

North Carolina, U of
North Carolina State U

US Geological Survey
Vanderbilt U

Virginia, U of
Virginia Commonwealth U
West Virginia U

Virginia Polytechnic U
William & Mary College

CERFN T
Agouron Institute
Calif Institute of Tech

Cal.if State U Network
CA, U of, Los Angeles
CA, U of, Riverside
CA, U of, San Diego
CA, U of, Santa Barbara
Claremont Colleges

Hughes Aircraft
Occidental College

Qualcomm Inc
Research Institute of Scripps
Salk Institute

San Diego Supercomputer Center
San Diego, U of
Science Applications Inf Corp
South West Research Labs

CICNET
Chicago, U of
Ill, U of, Chicago
Ill, U of, Urbana/Carb
Indiana U

Iowa, U of
Minnesota, U of
Michigan, U of
Michigan State U
Northwestern U
Ohio State U

Wisconsin, U of, Madison
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EXHIBIT 11-26.

LOS NETTOS fCont.]
TRW

TIS

University of So. CA

Carleton College
Minn Supercomputcr Center
Network Systems Corp
Control Data Corp
Cray Research

Honeywell
Mayo Foundation
St Olaf College
3M Company
Minn, U of

BBN, Inc
Boston U
DEC

Encore Computer Corp
Harvard U
MIT
MIT Lincoln Lab

Thinking Machines Corp

Akron, U of

Bowling Green State U
Case Western U
Central State U
Cincinnati, U of
Cleveland Clinic

Dayton
Hiram U
Kent State U
Malone U

Medical College
Miami, U of
NASA Lewis
Ohio Data Network
Ohio U
Ohio State U

Toledo, U of

Wright State
Yougstown

Campus Area Networks

(Continued)

PREPNETCont._
PA State U

Pittsburgh Supercomputer Center
Pittsburgh, U of
Temple U

Abilene Christian U

Baylor U
East Texas State U
Houston, U of
Pan American U
Prarie View A&M
Rice U
Sam Houston State U
Southwest TX State U

TX, U of, Austin
11 sites

TX, U of, Dallas
7 sites

TX, U of, E1 Paso
TX, U of, Health Sci,

Houston, 3 sites
TX, U of, Health Sci,

San Antonio, 6 sites
TX, U of, Health Center

Tyler
TX, U of, MD Adersen Cancer
TX, U of, Marine Sci Inst
TX, U of, McDonald Obser
TX, U of, Medical, Galveston
TX, U of, Permian Basin
TX, U of, West TX Lands Mgmt
Texas A&M
Texas Tech U

U of North TX

Carnegie Mellon U
Drexel U

Lehigh U
PA, U of Page 11-32
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NASAScience go,work

Line Speed between Sites
moommimoowwoom_iisge_iilO_

From TO Line Spea 

ARC EROS 9.6 Kbps
ARC GSFC 336 Kbps
ARC JPL 448 Kbps

_C NCA_ 56 K_s

GSFC GZSS 56 K_ps

GSFC KSU 9.6 Kbpn

GSFC NZSDI$ 9.6 Kbp8

GSFC $_0 56 Kbps
GSFC SRA 14 I_8

GSFC 5TSCZ 56 Kbp8
GSFC UMD 1544 Kbps

._SFC USNO 56 Kbps

GSFC WFF 56 K_ps

GSFC WWB 56 Kbps

JPL J$C 168 Kbpe

JPL $TSCI 56 Kbps
JPL UAZ 56 Kbps

JPL UHAWAI_ 56 Kbps

JPL GSFC 672 Kbps

JSC $WRI ._6 N:_a

_LSFC KSC 56 Kbps
MSFC GSFC 672 _s
MSFC JSC 168 Kbp8

SAO HAYSTACK 56 K_ps

$TSCI BRL 56 Kbps
URAWAII 0WAIKATO 56 Kbps Hawaii to New zealand

* ARC UllAWAZZ 512 Kbps

* J$C WSTF 56 Kbps
* GSFC LeKC 112 Kbps

* GSFC NASAHQ 56 Kbp8
* MSFC SSC 56 Kbps

* These tre speeds of £mm£nen_ sites

EXHIBIT 11-28. NSN Link Speeds
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EXHIBIT 11-29. SPAN Topology
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EXHIBIT 11-30. SPAN Backbone Configuration
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_AN CEN.'I_"

CS_rCRg,.h'_

XlZ_l.,-_ AFB, ]_ g.8
SC_'AX - BAL,T'D4Qi_,ZID e.8
_RZQL, - ]_WA_, DE; 9.5

•PQEZJ3(- WJ_'L, DC 9.8
O.J_PZP- _, HY e.8
(7A2- _, iO, g.6
NFE2:_ - _..q]., DC 9.6

TZ - IMNDVER, :_I g.8
UMDSW- O2[J.E_ PAF_, MD 9.6

-LI_'V. PAI_, PA 9.6
]_E]RES - lq_-'T_, VA 9.6

- hl_' flA'_N, CT g.6
IJI_-B_-_. OF.'_//_ 9.5

04PO - _, MA 9.6
NI_C - WASH., DC g.6
NRAD - O_Ol'[_-v'_J_, VA 9.6

- _, IZ 9.8
I_) - _ODS HIIE, MA 9.6
IJ_ - NAL_ACJ_E*IT, RZ 9.6
M3RR._ - _, AL 56
.ISORT2 - HD.b'II_, I_ 58

- P_, CA 56
BQD1 - D@B4STADT,_ 19.2

- _ _u_ _z/_ .'_0 580_aL_
-OTTA_, _, CA X.25
- KY_/I_, JAPAN X._

CT'KNI - _, OOLE X.25
- SAI_, OOLE X.25

.BC R_I"D_ Cl_n_

- IJ]S AI.AI_, NM 9.8
LPI-_, D_ 2_K
Kl_ZS - _, AL 58

- P_, CA 86
SPAN3 - AIJb'T_, _X 58
UCl_'m- B_LDER, O3 9.6

- _3U[23_, C0 9.6
RZ¢_ - _, 'D: g.6

- BOULDBR,CO g.6
SM_Z - SAN .4_Q2), 'DC g.8

_#

(6Z_) 377 __ICS

(_) _ _ _- _m_u_, vx
(eo_ _58 c_ t_rr_.

(gO2) _ N_VAT.,_ LAB
(81_ aS3 _ t.N_.
(e_) e_e _ cal.zaa_
(3o].)_ u_a,,._
(_n4) ses _.
(301) r_s us_ I_slX_, VA
(_OZ) 432 YAIJZUNZV.
(eo_) _ tt_r. _ _
(30Z) _ _
(8O¢)24_ Om_ _ t_S, VA

(_:_) 873
(SOS) 835 _ ZU_DZOAS'ZR_ _, NM
(30_) e45 LtiZv. _ _ _ S'rODZ_S
(err) _ Kx_s HDL_
(_oz)?_ u_v. _ _

(vz3)_m _c
(ms) as4 ._
4_.6151485-.6_ EU_:_AN _ACB _ C'DI.
(_Ot) _SS
(613)_0 _4L l_S. _CF_
81-75-_ _ U_'V.
011-8_-51-213-352 _ _ _-A_ER_CAN OSS_
011-58-61-213-352

(so_) es_ Los Ab_t_S m._ LXB
¢nZ) 4m JSC
(mS) s44
(Zoz) _S8 am'c
(ms) zs4 JR,
(512) 47"/ Llav. _
(3o3) 4_ UNZV. OF
(Sin) 4m
erOS) r_ p,za_ u_'v.

(812) s_ s_ _ INs?.

EXHIBIT 11-31. SPAN Link Speeds
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NaDE,.U3CATIaN TBA_-n_ # n_TITuT/_

se (ms)
se (713)
0.6 (3o6)my
9.8 (31_)ms

se Oos) 382
se (era)am
ss (_os)
Q.s (sox)
g.s (sos)_e_
0.8 (314) 8m

9.8 (gze) se4

g.8 (sos)
_.e (sol) am
_.8 (sz2) e_
9.e (so_)
_.e (e_) _o
g.e (2os)
9.e (_o_) r_

N[_,4_C.tTmN _#

m

se (3o_) me
e.e (414) a_

(_)
9.s (ms)

9.s (era) e_
_._ (_3) _m
se (m3) sm_
9.e (ecru)3_s
9.e (8_) g,m
_e (m3)

9.s _0_)se _acs)
9.e (era) r_z
g.e (4_s) 842
9.s (goT) _,_
9.8 (_o8) 543

9.6 (415_ 4:7,4

EXHIBIT 11-31. SPAN Link Speeds
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OGt,_,A.X OQR'V,kI.L.ZS, CIR
MQRKT.,S- HL.WrS'V"_.,I_,,M,,
],a=:J,kB- ._L_,_, C,k
(ll.i_ - PAS,_C_, CA
_ - P_, CA
lZDTO - _, AL

- P_, CA
P_Xa.iD - SAN DXI_GO,CA

om_ - stBc/smzePS

EXHIBIT 11-31. SPAN Link Speeds
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Page 11-39



B

• !......

I

O

1:

EXHIBIT 11-32. NASNET Topology & Link Speeds
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EXHIBIT 11-33. NASCOM Network Configuration
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Wideband Data Configuration
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EXHIBIT 11-35. HDRS Functional Configuration
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HIGH DATA RATE SYSTEM 12-3

EXHIBIT 11-36. HDRS System Configuration
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EXHIBIT 11-37. CCDTS System Configuration
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EXHIBIT 11-38. TDMA System Configuration
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EXHIBIT 11-39. TDMA Node Location
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EXHIBIT 11-40. ESNET Architectural Model
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EXHIBIT 11-41. ESNET Backbone Configuration
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CONNECTIVITY REQUIREMENT FOR ER COHPUTER NLrT_RK

GEOGRAPHIC LOCATIONS

This list of geographic locations has been compiled from ER program
individual requirements documents. The locations are footnoted to designate
1.) that connectivity to this location is required by more than one ER
program, 2.) that there are already multiple ER funded computer netvork
links to the location, and 3.) that the location is serviced by or is part
of a computer network funded by another agency, such as NSF, DARPA, etc.

ABILENE CHRISTIAN
ALABAMA 3

AMES LABORATORY I, 2, 3
ARGONNE NATIONAL LABORATORY 1, 2, 3
ARIZONA 1, 3
ARIZONA STATE 3

Am_a.NSAS 3
ATIANTA
AUBURN
BALL STATE

BATTELLE PACIFIC NORTHWEST LABORATORY

BOSTON I• 3

BPA-PORTLAND
BRANDEIS

BRIGHAM YOUNG UNIVERSITY 1
BROOKHAVENNATIONAL LABORATORY I, 2, 3
BROOKLYN COLLEGE
BROWN 3

CALIFORNIA/BERKELEY 2, 3

CALIFORnIA/DAVIS 1, 3

CALIFORNIA INST Olr TECH I, 2, 3

CALIFORNIA/LOS ANCELES I, 2, 3

CALIFORNIA POLYTECHNIC STATE

CALIFORNIA�RIVERSIDE I

CALIFORNIA/SAN DIEGO 3

CALIFORNIA/SANTA BARBARA I, 3

C,'.LIFO ZA/SANTAc..z 3
CARNEGIE-MZLLON l, 3
CEBAF
CHICAGO 1
CINCINNATI I
CLARK
CLARKSON
COLORADO 3

COLOP,ADO STATE
COLL_BIA I, 3
CONNECTICUT
COP,NELL 1, 3

EXHIBIT 11-42. Desired Locations of ESNET Nodes
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DENVER 3

OW _[RGY-GTW I, 2
DEPT OF INTERIOR-DENVER

DREXEL

DUKE I, 3

ELMIIURST.

EMORY

ENVIROI_[ENTAL MEASUREMENT LAB-NY

FERMI NATIONAL ACCELERATOR LABORATORY

FLORIDA 3

FLORIDA STATE I, 2, 3
FLOW RESEARCH

FRANKLIN/RARSRAL COLLEGE
GA TECHNOLOGIES 1
GEORGEMASON

GEORGE WASHINGTON 3
GEORGIA 3
GEORGIA TECH 3

GRUMMAN AERO

RANFORD I, 2
HARVARD 1, 2, 3
HOUSTON 1, 3
IDAHO
IDAHO NATIONAL ENGINEERING LABORATORY 3

TLLINOIS-CHAM 1, 3
ZLLINOIS-CNI .1, 3
ILLINOIS STATE 3

INDIANA 1

INHALATION TOXICOLOGY RES INST-ALBUQUERQUE

INST MINING & TECH-SOCORRO/NM

IOWA I, 3

IOWA STATE I, 3

JOHNS-HOPKINS I, 2, 3

KANSAS I, 3
KANSAS STATE 1, 3

KENT STATE

KENTUCKY 1, 3
LAWRENCE BERKELEY LABORATORY I. 2. 3

LAWRENCE LIVERMORZ NATIONAL LABORATORY

LEHIGH I, 3
LOS ALAHOS NATIONAL LABORATORY 1, 2, 3
LOUISIANA STATE l, 3
LOUISVILLE 3
MARYLAND I,.2o 3
MASSACHUSETTS INST OF TECH I, 2, 3

MCDONNELL DOUGLAS

MICHIGAN 1, 3
MICHIGAN STATE 1, 3

MINNESOTA I, 3
MISSISSIPPI 3
MISSOURI 3
MONTANA

1, 2, 3

1,2, 3

EXHIBIT 11-42. Desired Locations of ESNET Nodes

(Continued)
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• LSA/LEWlSRESEARCHCENTER
NATIONAL B_EAU OF STANDARDS-JILA

N_AR 1, 3
NEBRASKA 3

NEW HAMPSHIRE 1
NEW MEXICO 1
NEW MEXICO INT

hEW MEXICO STATE

NEW YORK 1, 2, 3
NEW YORK MEDICAL CENTER I

NEW YORK, STATE UNIV/STONY BROOK I, 2, 3

NORTH CAROLINA/CHAPEL HILL I, 3

NORTH CAROLINA STATE I, 3
NORTHEASTERN 3

NORTHRIDGE

NORTHWESTERN I

NOTRE DAME

OAK RIDGE NATIONAL LABORATORY I, 2, 3

OHIO 1

OHIO STATE 1, 3
OKLAHOMA 3

OREGON

PACIFIC NORTHWEST LABORATORY 1, 2

PENN 1, 3

PENN STATE 1, 3
PHILADELPHIA

PITTSBURGH 3

PRINCETON 1, 3
PRINCETON PLASMA PHYSICS LABORATORY 1, 2

PURDUE 1, 3
RENSSELAER POLYTECHNIC INSTITUTE

RICE 1, 3
ROCHESTER 3

ROCKWELL HANFORD

RUTGERS I, 3

SANDIA NATIONAL LABORATORY I, 2 o 3
SAN FRANCISCO STATE

SCIENCE APPLICATIONS, INC I, 2, 3

SCRIPPS INSTITUTION OF OCEANOGRAPHY

SKIDAWAY INST OF OCEANOGRAPHY

SOLAR ENERGY RESEARCH INST

SOUDAN
SOUTH CAROLINA

SOUTHEASTERN
SOUTHWEST RESEARCH INSTITUTE

ST. LOUIS

STANFORD 1, 3
STANFORD LINEAR ACCELERATOR CENTER

SYRACUSE 1, 3
TEMPLE

TENNESSEE 3

TEXAS 1, 2, 3
TEXAS A&M 1, 3

EXHIBIT 11-42.

1, 2,3

Desired Locations of ESNET Nodes

(Continued)
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TEXAS ACCELERATOR CENTER I, 3

TEXAS TZCH 3

TOLEDO

TRW INC

U.S. AIR FORCE ACADEMY

U.S. NAVAL ACADEMY

UTAH

UTAH STATE

VALPARAI SO

VANDERBILT 3

VASSAR
VIRGINIA 3

VIRGINIA POLY INST 3

VIRGINIA STATE

WASHINGTON 3

WASHINGTON STATE

WILLIAM & MARY

WISCONSIN 3

WORCESTER POLYTECHNIC INSTITUTE

WYOMING

YALE 3

EXHIBIT 11-42. Desired Locations of ESNET Nodes

(Continued)
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EXHIBIT 11-43.
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Current ESNET Topology
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EXHIBIT 11-44. 1986 MFENET Topology
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EXHIBIT 11-45. MFENET II Architecture
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LBL

MFECC

IMFEnet IIJ

Full Backbone Configuration

ANL
PPPL

UCLA
GA

ORNL

UT FSU

, 56 Kbps

EXHIBIT 11-46. MFENET II Backbone Configuration
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EXHIBIT 11-47. HEPNET Topology, DECNET Component
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EXHIBIT 11-48. HEPNET Topology, Data Switch Component
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EXHIBIT 11-49. HEPNET Topology, BITNET Component

Pase 11-60



1¢
O

Z

Z

UJ
O

O

O

O3

LU

EXHIBIT 11-50. LEP3NET Topology
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EXHIBIT 11-51. OPMODEL Topology
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EXHIBIT 11-52. BITNET Topology
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EXHIBIT 11-53. CSNET Topology
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EXHIBIT 11-54. Primary Network Database
(Continued)
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EXHIBIT 11-54. Primary Network Database
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EXHIBIT 11-54. Primary Network Database
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KEY CITY STATE V H

AB AI,BUCLr_t_ NM 8549 5887
AU AUSTIN TX 9005 3996
BO B36TQN b9_ 4422 1249
BD BOULDER CO 7456 5962
CH CRI(3GO IL 5986 3426
CL CLEVELAND CH 5574 2543
C8 COLtM_S CH 5972 2555
DL DALLAS TX 8436 4034
DT DEIROIT MI 5536 282e
I_J _ TX 8938 3536

HUNTSVILLE AL 7267 2535

IN INDIANAPOLIS IN 6272 2992
IO IO_0_CITY IA 6315 3971

IT ITHAC% NY 4798 1990
KS KANSAS CITY MO 7249 4210
KN _Y SPCCTR FL 7919 0880
LI LINCOLN NE 6823 4674

LL LIVEP24CRE (_ 8504 8606

LA LOS.a2qGET.,ES C_. 9213 7878
bE) M_DISC_ WI 5890 3798

MI _ FL 8351 0527
MP MINNEAPOLIS MN 5781 452_
NY NEW YORK /4Y 4997 1406

NF NCRPOLK VA 5936 ii98
CR OAK RIDGE TN 6811 2303
PH PHILADELPHIA PA 525i I458
PT PITTSBURG4 PA 562I 2185
PO PCRTLAND OR 6799 8914
PR _ NJ 5120 1436
ST.. SALT LAKE LIT 7576 706_
SD SAN DIEGO _ 9468 7629
SF SAN FRANCISCO (_ 8492 8719
SE SEATTLE _ 6336 8896

SC S'£ATE COLLEGE PA 5360 1933
7I, _EE FL 7876 1715
I'd Tt_SCN AZ 9342 648C

IL LR_RA IL 6371 3336
WI _ ISLAND VA 5657 1249

DC _ DC 5622 1583
W_ M4ITE SANDS NM 9132 5742

EXHIBIT 11-55. Major Access Points - Current IRN
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11.3.4 Sorts By City Identifcatlon

City A and City B links sorted by City A and City B identifications

(i.e., major access points) are presented in Exhibits 11-56 and 11-57. As

noted earlier, these sorts were used to determine major access point

connectivity and link capacity requirements (in Kbps).

11.3.5 Current IRN Links And Topology

The Current IRN links are listed in Exhibit 1-58 (Capacity is in

Kbps). The Current IRN topology, based on these links, is depicted in

Exhibits 11-59 through 11-61. Exhibit 11-59 simply shows the location of

the 40 major access points. Exhibit 11-60 shows the number of Tls

terminating in each major access point. Exhibit 11-61 depicts the major

access point T1 connectivity in the current IRN. The numbers for the

various links represent the number of Tls required for the various links.

A total of 187 Tls were estimated to be required for the Current IRN.
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SORTED BY CITY-A IDS
i

ID CITY- A

J

213 CZTY' - B ST G_u_CI'_

AB
AS

AB
AB
AB
AS
AB
AB
AB
AU
130
BD
BD
gO
BD
BD
BD
BD

BD
BD
BD
BO
BO
(_

CH

CH
G4
04
CH

OC
IX:
DC
DC
DC
DC
IX:
IX:
IX:
DC
OC
DC
DC

l.O6 N, N4_

l.E6 N.Abr)6
I._ ALAbt_

AUSTIN

DENV_
ECULD_

_ULD_R
BOULDER

ECULDER
BOULDER
BC_LDER
8OULDER

BOULDER
BOULDER
BOULDER
CN_RIDGE

BO6TCN
CHICAGO
C_IC_O

CHIOLD
C_IG_O
CRIC_O
_GCk_O
CHIQ_O
CHZO_O

C_IC_O
CHIC_O

k_m_GTON
_q4INGTCN

_C_ETON

W_UNOTC_

NH I/. _ (_ 56

LL _ (_ 1544
NM BD BOULDIR OO 56
NH KS LAHRENCE KS 56

NH AU AUSTZN TX 56
NM LL _ C_ 56

rim KS KANSAS CITY KS 56
HM KS _ CITY KS 56
NM KS K3q_TS_ _ KS 56
TX DL RI_ "J:X 1544
CO LA LC6 ANGELES (_ 1544

CO DC k_%_(INGTC_ IX: 224
(33 SL SALT I,MO[ CITY UT 56
OO DC I_k_HZNGTCR DC 224
CO BO !,[X)OS HOLE b_ 224
CO MI t4IRJ_ FT.. 224

CO TU TLESCN AZ 56
CO DT A_ _ MI 224
CO PO O3RVALIS OR 1544

CO PO CORVALLIS CR 224
CO _) P_DISCN WI 224
M_ PR _ NJ 1544
I_ NY NEW YORK NY 1544

1"I, SE _ _ 1544
IL DT LANSIN_ MI 1544
IT. DT _ MI 1544
IL SF SAN FRRRt'_SOO (_ 56

IL HD t_DISC_ WI 1544
IL BD D_T_ER CO 1544
IL TL _/A}_SSEE FT.. 56
IL IL LRBANA IL 1544

IL LI LINCOLN RE 1544
IL BO (3t_RIDGE _ 1544
DC NY NEW YORK NY 1544
DC AB _ NH 56
IX: LL _ _ 56

DC LL _ C_ 56
DC LL _ _ 56
DC _ HERTSVZILE AL 56

IX: _] _ TX 56
DC WI _ ISLA_ VA 56
DC WI _ ISLANO VA 1544
IX: CT.. CLEVlP.AND OH 112
OC _ _ _ FL 168
DC _A LO6 AN_Et,£S _ 56

_S _ SN_S NK 224

860 OR4X)E'L
860 ORbtX)

346
671
615
860

671 _EL

671 OPH::X)EL
671 OR43D

180 £SN
812 DRI

1.501 NS1FNET USAN
351 NSt_ET WEST

1.501 _ USAN
1.772 _'FNET LTSAN
1,742 NSFI_'T USAN

619 NSF_PET WEST
I.162 _SF_ET USAN

957 NSFNET _,,'NE
957 NSFtCEZ' USA_
844 NSFNE
229 ESR
188 _I

1. 733 NSFNET BACKB3N
237 NSF
237 DRI

I. 852 ESRET
121 NSF
927 DRZ
806 ESNET
125 NSFNET CZC_'T
475 _SFNE
848 ESN
205 DRI

1. 646 OJ_K_EL
2,40I OPM_DEL
2,401 ORdDDEL
2.401 OPMDDEL

601 NSI/SPAN BACKBCflE
1.217 NSIISP

106 _,qre4
106 I_SC_
304 NSNET o
760

2,292 NSI/SP
1.572 t_SO_M

EXHIBIT 11-56. Major Access Point Sort - City A
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DC

DC
IX:
DC
DC

IX:
DC

DC
DC
DC
DC

DC
DC
DC
DC
DC

DC
DC

DC

DC
DC
DC

DC
DL

DT
DT

}rd
MH
MU
_J
HU

MU
HH
HU
MU

IL
IL
IL

IN
IO
IT

IT
IT

IT
IT
KS

KS
KS

W_SMING'rON DC WS

W;_SRING'II_ DC L_
DC L_

IX: PR
DC SF

DC SF
DC FF
DC HE;

DC LA
DC LA

DC
DC

W_SMINGT(_ DC
_.%%IINGTC_ DC I._

DC

DC HI;
_N_tCN DC M_

DC NF
DC

DC KN
DC NY

DC WI
RI(_DSCN TX TL

A_ AR@OR M1 CB
ANN ARB(_ MI PR
_PJNTS'VlLI_ AL

MlmrtS'v'ILLE AL _KY
_rLLE AL DC
_£;NTSVILLE AT.. KN
_LLE AL MI

MOHSTON TX AU
MCUSTC_ TX DL

TX
MOUFrC_ TX WS

BRYAN IX AU
TX BD
TX AH

HOI;S'DON .I"X KN

IL IN
[R_NA IL MD

INDIANAPOLIS IN CB
I(3_ CITY IA IL
1THAC_ NY NY

ITH_G% NY NY
ITHAC_ NY NY

ITHACa% 5_' DC
!T_C_ NY PT

KANSAS CIT7 KS LL
KANSAS CITY KS LL
KANSAS CITY KS AS

W,'iZTE SANDS NM 56 1.72I ]',O_SOCH
EARSTOW (3% 224 2,292
EaRS'K_ _ 56 2.292 NASCC
GM_,_RIDGE HA 56 394 NSNET
PRINCETC_ NJ 1544 165 NSFNET
SAN FRANCISCO C_ 1544 2.432 NASO3H

SAN PRANCISOO (_ 112 2.432 NASO_
SAN FRANCISCO C_ 224 2,432 _GCbl

"IX 1544 1.217 N'S_
PASADI_A _ 448 2,292 NASO3_
PASAD_ C_ 280 2.292NASO:_

C_ 224 2.292
AT., 1544 60i

OU_I_y _ 672 760t_I_
HLRTSVILLE AT., 512 601 lq_

HOUS'TIml 'ZX 56 1.217 I_SO::M
'IX 2048 1.217 NASO3M

WI_ DE 56 124 NS1:RET
M3RFOLK VA 56 157

H3..'S'I'Q'q TX 56 1.217 NASO:R
O_DEKE_IEDY FL 280 760 NASCC
N_,47CRK NY 56 205

ISLAND VA 56 106
TALLAi.D_SEE FT., 1544 754 ESNET
O0_ OH 1544 163 NSFNET

PRINCET(_ N.T 1544 459 NSFNET
Gs_E_ FL 2040 563 _s.SC:C

'IX 168 616 NSNET
DC 672 601NSNET

ORLANDO FL 56 563 Nc_J
FT. 56 722 NSI

AUSTIN TX 56 147 NSFI_T
EmlIAS _X 56 224 NSF_ET
i_RTSVILLE AL 56 616 NSI/S

M4ITE SANDS NM 56 700 NSNE_
AUSTIN TX 1544 147 NSFNET
AUSTIN T'X 1544 147 NSFNET
BOULDER CO 1544 899 RSF
AUSTIN TX 56 147 NSI

<_EK_EDY FL 1544 900 NASCC_
C_ 1_, 1544 125 h'SFN_
B_ IN 1544 113 NS_
MZ_ W'Z 56 211NSFNET
CO_ OH 1544 168 NSFRET
Y._BN_ IL I544 202 NS_ET
NEW YORK NY 1544 195
NEWYCI_ NY 1544 195 NSFNET
NEW_ NY 1544 195 NSFHET
I@_HINOTCR DC 1544 291NS1:'NET
PITTS'BURGH PA 1544 267 NS_I_

C_ 56 1.44601_4COEL
C_ 1544 1.446 OPP[_EL

NM 1544 671 (A_4_O

StRA_rET

CICNET

NCSA_E
CICNET
NCS;U_

CICNET
CI(D_Er

_n'S_NET
m'S_RNET

EXHIBIT 11-56. Major Access Point Sort - City A
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LA U'_G_
LA PASADI_A
LA L06_
Lq LOS ANGELES
LA tOS_
Lq PASADENA
Lq PASADERA
LA PASADERA
Lq LOS_
Lq tC_ ANGELES
LA L06 AM_ELES
IA LDS ANGELES

LI 'LINCOLN
LI LINGOL_

LI _LN
L1 LINOO_

LL L_
LL L_
LL LI_uK_E
LL _E
MP _L_S

_FOLK
NY NEW YQRK

OR OAK RZDGE

_ RIDGE

PR __

PR __
PR _ZN_'IK_
PR

PR PR_

PRINCETON

Fr P_

PT P_
Pl_

PT P_

PT PITTSBLRGH
SD SAN DIKOO
SD SAN DZKQO
SD SAN DIEDO

SD SAN DIL_30
SD SAN DZ_D

(_ AB LDS_ NM 1544
G% DC _ DC 672
G% SD SAN DIEGO C_ 56
C_ SD SAN DIEGO C_ 56
(3% SF SAN FRANC'ISCO C_ 1544
C_ _J HOUS'D_ ISLAND TX 168
C_ IX_ _LT_I_q_ _ 56
Gq TU Tt,q:SOg AZ 56
(_ SF SAN FRANCISCO (_ 1544
G% SD SAN DIEGO G% 1544

Gs. BO BCXff_D_ CD 56
C_ _ HOUSTC_ TX 56
C_ I_ E.RTSVILLE AL 56

NE IL URBAI_ IL 56
HE KS LAMLDICE KS 56

HE IO IO_%CITY IA 56
HE BD BOULDER GO 1544
G% SF _(LAND G% 56

C_ PR PR_ NJ 1544
C_ LA LESANGELES C_ 56
(3% A_ _ HM 1544

IO IOi_CITY IA 1544
MN t_) I_qDISOg WI 1544
VA TL TALLAHASSEE El, 1544
NY IT _ NY 1544
NY BO C_M_RIDGE _ 1544

TN CH CHIGk_O IL 1544
TN TL TALLAI-_qSSE_ FL 1544
N,7 'I'd _ AZ 1544

I_ _ NC3_m_LK VA DC 1544
N.T NY NEW TCRK NY 1544

_L7 CR CHI(3ed_ IL 1544
N,T NY _ ISLAND NY 1544
NJ RE) BOLDER CO 1544

N.T SC STALE COLLEGE PA 1544
PH PHILAD_ PA 1544

N.T BO (_qI_RIDGE _ 1544
NJ BO C_MBRIDGE !_ 1544
N,T NY NE_YC_K NY 1544
NJ NY NE47ORK NY 1544
N.T BO lql_l_ or 1544

N.7 BO _ _ 1544
PA SC S']_I_EOOLLEGE PA 1544
PA PR PRINCEIX_ NJ 1544
PA IL _ IL 1544

PA CL _ OH 1544
PA PH PHILADELPHIA PA 1544
PA DC _ DC 1544
G% LA IE6ANOELF.S _ 1544

C_ LA RIVU_IDE G% 56
G% LA LG6ANGELES C_ 1544
(_ LA LG6_ C_ 1544
C_ HU _ TX I544

664 ESNET
2.292 HSN

113 HSI
113 NSI
350 ESHET

1. 376 NSNET
2.292 NSNET

444 NS'N
350 _RI
113 DRI

822 NSI
1.376 NSI/SPAN _AC_C_NE
1.798 NSI/SPAN RA_XBC

447 NSFNET HIDNET
199 NSPT/ET P_iTET
Z74 NSFNET t4ZDk'ET
454 NSF'NE
36 ESNET

2.507 F.SNET
321 ESNET
860 OR43DEL
243 NSFNET CIC2/ET
232 NSFNE
635 ESN
195 DRZ
188 £SNET
441 ESNET
385

2.080 NSFNE
269 E:SNk_

40 £SNET
686 ESNET
40 ESNET

1,610 NSFNEr
175 NSFNET ._VNC_T
42 NSPRET .TVN(24ET

229 NSFHET
229 _

40 _
40 NSFI_T

2Z9 _
229 _FI_T
115 _ PSC2_T
285 NSFNET
434 t/SPNET Es_KBC
114 NSFNET PSC$1Er
258 NSE'Nk"T
190 NSFNET PSCNET
113 CERFNET BACXBCR
113 NSF/TET SDSC24ET
113 CERFNET
113 _

1.305 NSFNET BACXKRE

EXHIBIT 11-56. Major Access Point Sort - City A
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SD SAN DIEGO
SD SAN DIEGO

SD SAN DIEGO
SD SAN DIEGO
SD SAN DIEGO

SD SAN DIEGO
SD SAN DIEGO
SE SEATTLE
SE SEATTLE

SE SEATTLE
SE SEATTLE
SE SERITLE
SF SAN FRANCISCO
$F SAN FRANCISCO

SF SAN FRANCISCO
SF SAN FRANCISCO
SF SAN FRANCISCO

SF SAN FRANCISCO
SF SAN FRANCISCO

SL SALT LAKE CITY
SL SALT LAKE CITY

SL SALT LAKE CITY
WI WALLOPS ISLAND

WI _ ISLAND
WI M_LCeS ISZAND

sum

(_ SF _NLO PARK (_ 1544 463
C% LA SANTA BARBARA CA 56 113
C_ SE SEATTLE _ 56 1.068

(_ SF C_(IAND (_ 56 463
CK LA IRVINE (_ 56 113
(_ SL SALT LAKE CTTM LIT 56 624
(_ SL SALT LAKECITY UT 56 624

SD SAN DIEGO CA 1544 1.068

SF _ PARK f_ 1544 684
M% PO PCRTtAND QR 56 147

F_) CCRVALLIS QR 56 147

PO _ CR 56 147
(_ LA PASAD_ (_ 448 350

(_ 5L _ (_ 1544 36
(_ BD BOULDER CO 56 932
CA DC Me_qHING'rcIN DC 336 2.432
CA LA LDS_ CA 56 350
CA DC HASHIAb"r(_ DC 56 2.432

CA Q4 (_I(_%GO IL 1544 1,852
UT SF _ PARK CA 1544 598

UT BD BOULDER CO 1544 351

UT CH _4I(_30 IL 1544 1.256
VA HU _ TX 1544 1.265
VA HI) MADISON WI 224 809
'cA HU MOUSTC_ TX 224 1.265

146824 133.734

NSFNET BAOm_

NS"PNET SDS(2_ET
NSFNET SDSCRET

MSFNET SDS(D/ET
NSFNET $DSCNET
NSFNET SDS(D_ET

NSFNET SDSO_ET
NSFNET BACKBCh'E

NSFNET
NS'_4ET NM_ET

NSFNET NWNEr
NSFNE

NSNET
NSn4E
NSNET
NSNET

NSI/SPAN

NSI/S
ESNET

NSFNET BACKBONE
NSFNET

NSFNET
NASCOM

t_%_X3M
NASCCM

EXHIBIT 11-56. Major Access Point Sort - City A
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I

S:RTED BY CITY-B ZDs

ID CITY - n ST ID CITY - A ST _PACITY MILES

AS
AS

AS
AS LOS ALR¢_
At/ AUSTIN
AU AUSTIN

AU AUSTIN
AL/ _IN
ALl AUSTIN
BD BOLDER
BD BCULDER
BD BOULDER
BD BOULDER
BO BOULDER
BD BOULDER
BD ECULDER
BE) DENVER
EO N4_EmST
BO (3_BRIDGE
BO (_4_ffiRIDGE
I_ O_BRZD3E
BC G_RIDGE
BO _IDGE
BO NEH HAVE_
BO W0ODS HOLE
(3 ODUI*E_S
Ca COUJ_US
CH CHIC3nO
CH CHICAGO

Q_ CHICAGO
Q4 Q4IC_30

C_ CRI_O
CL CLEVELAND
CL CI--WELM_

DC E_.IIPERE
IX: _k.qU2_tON
DC k_SHIN_N
IX: k_SMINGTCN
DC K_SHINmU_

DC _SHINGTON
DC K_HIAUK_

DC _IINOTC_
DC K_SHINU33N
DL

DL RI(DIARDSCN
DT • ANNARBOR
DT LANSING

NM _ LZIRRCRE C_

NM _ KANSAS CITY
NM _ _ DC

TX AS LE6_ _14
IX RJ HOUSTON TX

IX PPJ HOUSTCR _X
_X HU BRYAN IX
IX HU PEXJSTCN IX

_ PRINCEZON

AS IJ_ ALAM_ NM
SF SAN_SCO
_ SALT LAKE CITY

_ HOUSTCN IX

CO _ Q_I(7¢30 IL
J_ _ PRINCEIX_

MR NY LONGISLRND NY

_ PRINCEK_
MR _ _OUU)_ CO
QH _ IRD_S IN

QH _ A_BARBOR MI
IL _ PRINCETC_

IL SL SALT LRKE_
_ Q_K_DGE

IL SF SAN FRANCISCO C_
IL _ IL

_) _ P_ (_
DC _ SAN ERAN_ISCO
DC _ p_
DC _ _ NY
DC _ BOULDER O0

_ BOULD_
_ HUgTSVILLE AL

DC _ PRSN)_ (_
_ SAN I_U/CZSO0 (_

IX _ HOUS11_ IX
IX AU NJSTZN IX
HZ _ BOLTLD_ OO
MI Q4 Q_ZGM]O

1544 860
1544 671
56 1.646
1544 664
56 615
1544 147
56 147
1544 147
56 147
1544 1,610
56 822
56 346
56 932
1544 351
1544 899
1544 454

1544 927
1544 229
1544 848

1544 188
56 394
1544 229
1544 229
1544 229
224 1.772
1544 168
1544 163
1544 686
1544 1.256
1544 441

1544 1,852
1544 125

112 304
1544 114
56 2.292
336 2.432
1544 190
1544 291
224 1,501
224 1.501
672 601

672 2.292
56 2.432
56 224

1544 180
22.4 1.162
1544 237

OPH_EL

OPHODEL
OPMOD

ESNET
EsNEr

NSF
,_SI

NSFNET SES_JI
NSFNET TH_/Er
NSF

_4SI
ESNET
NSNET

RSFNET
_SFNET BA(_QNE
NSF

NSFRE
EsNEr
ESRET
N_ET

NSF_T /vI_gET

NSFNET 3V_r_T
J_WC

NSFNET USAN

NSFt,TT CICNET
NSFNE
ESNET

NS_E
ESNET

ESNET
NSFNE
NSNET

NS?NE
NS_ET
NSNET
NSFNET PSO_r
_"tNEr BACK

NSFNET USAN
NSPNE

NSNEr
NSNET
I_'SI/SPAN BAQ_C
NSFNE
ESNET
_SR_ET USAN
NSF

EXHIBIT 11-57. Major Access Point Sort - City B
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171" LITC_FIELD MI
• RTSVILLE AL

_ERTSVILLE AL
_I I_3_ILLE AT.

HLRTSVILLE AL
HUNTSVILLE AL

HU HOUSTC_ TX
_0J HOUSTON TX

HU HOUSTON TX
_J HCXJSTON

HU HOUSTCR DC
HU HOUSTC_ TX
HU HOUSTC_
HU HOUSTC_ DC

HOUS"/ON TX
HU HCUSTON TX

F_J HOU_ ISLAND TX

IL LIRBANA IL
IL UREANA IL
IL LRBANA IL

IL LRBANA IL
IN B_ IN
IO I0_ CITY IA
IO I(7,_ CITY IA

IT _ NY
KN C3PE KDRED7 FL

C_PE_ • _,
EN C_PE KI_RED7 FL

KN C_M_E K_EDY FL
E1q CAPE KID_qEDY FL
I_ ORLANI_ FL

KS KANSAS CITY KS
KS KANSAS CITY KS

KS KANSAS CITY KS
Y._ LAWRENCE KS
KS _CE KS
[A BARSTCW

[A E_-rcw
LA IRVINE (_
LA b3M_)C C%

tA t06_

Lib, LC6_ (_
LN LOS_

LA LOS AqGELES (3%
LA LOS ANGELE_
LA LOS ANGELES C_

LA PASADENA (:%
LA PASADENA
[A PASADERA (_

LA RIVERSIDE (_
LA F_E_
LI LL_L_ NE

(R CHIC_30 IL 1544 237

DC _ DC 512 601

IA LC6ANGELES C_ 56 1.798
HU HOUSTC_ IX 56 616
DC _ DC 1544 601
DC _ DC 56 601

DC _ DC 56 1.217
DC _ DC 1544 1,217
SD SAN DIEOO C_ 1544 1.305
LA LG6_ _ 56 1,376
DO _ DC 56 1,217
DC _ DC 56 1.217
WI kGM,LOPS ISLAND VA 224 1.265
WI _MIDPS ISLAND VA 1544 1.265

DC W/I.SHING'ICR IX: 2048 1,217
Z_i lfRTSVILLE AL 168 616

IA PASAD_I_ C_ i68 1,376
LI LINCDU_ NE 56 447
(R (_I(3_O IL 1544 125
IO IOb_CITY IA 1544 202
PT PI_ PA 1544 434
IL LRBANA IL 1544 113
L/ L.D_OLIq NE 56 274
14_ MII_Q_I_OLIS 14_ 1544 243

NY HEW YQRK NY 1544 195
DC _ DC 280 760
DO _SHINOTCN DO 168 760

DO _ DC 672 760
_ 'DC 1544 900
HLRTSVILLE AT, 2048 563

}_ I_/_I_/ILLE AL 56 563

_IB _ NH 56 67I
AB _ NH 56 671
AB AL_ NM 56 671
LZ LINCDLN HE 56 199
AB T._6ALAH_ NH 56 671
DO _ I_ 224 2.292
DC _SHINGTC_ DC 56 2.292
SD SAN DIEGO G_, 56 113
DO _ DC 224 2.292
LL _ _ 56 321
BD D_Fv'ER (3D 1544 622
SF SAN_SCD C_ 56 350
DC _ DC 56 2.292
SD SAN DIEI30 C_ 1544 113
SD SAN DIEGO (_ 1544 113

SD SAN DIEOO C_ 1544 113
DO ',O_.qHING'I_N DC 280 2.292
SF SAN FRANL_SCO (_ 448 350
DC _ DC 448 2.292
SD SAN DIEGO GI_ 56 113
SD SAN DIEGO G_ 56 113

C_ICR_O IL 1544 475

DRI
m_.ac_M
NSI/SPAN BAO(BI:2_'E
NSI/SP

NSI/SPAN BACK3ONE
RSI/SPAN BAC_BCI_
NSF_ET

E_C_mU_'E
NSI/SP

_SCCH

NSI_'r

N'S_ ._]:RET
._FNEI CI_NET
_'FNET CIa_ET
_S_n,_'T BACKBC

CIC_ET
NSPNET MIDNET

DRI

NASCCM

I_NET
OP_COEL
C_4DDEL
OPMDDEL
NSFNE
ESRET

NSIISPAN BACK:BC_
NSZ/SPAN BAC_3C_
C'_RFHET BAC]_Ct_

_ACKB:IgE
C'D_'NE
NASOC
NSNET
NAscr_
NSTNET
NSTNET SDSC:_'T
_rlCET

EXHIBIT 11-57. Major Access Point Sort - City B
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LL _

LL _ O,
LL _ (_

LL _ (_
LL _
LL _ C_
LL _ O,

LL _ _,
_DIsa_ wI
_DIS(_ WI
I_DISON WI

HD _J)ISCN WI

_I _ Ft.
HI _ FL
a7 NORFOLK VA
_F _'OLK VA IX:
_7 I_ ISLAND NY
NY _YC_ NY

_EW Ya_
_RK I_

N7 _YCRK I_
N7 _YC_ _5"
NY NEW YCRK NY

NY I_N YORK NY

WI_ DE
PO CClTv_.IS OR
FO _S OR
FO CCRVALLIS OR
PO EUGD_ OR
PO PORTLAND OR
PR _ NJ

FIR PRZNCEII_ NJ
PR PR_ NJ

PR PR_ NJ
PR PRINCEKN NJ

PT P_ PA
SC SIXTE COLIJ_ l_
SC STATE COLLEGE PA

S_ SAN DIEGO (_
SD SAN DIEGO (_,
SD SAN DIEGO (3%
SD SAN DIEGO (_
SE SEATTLE

SE SEATTLE
SF l_qlD PARK C:q

SF _qLO PARK Ck

AB _ NM 1544

SF SAN FRANCISCO (_ 1544
KS KANSAS CITY KS 1544

DC _ DC 56
IX: _S4INGICN DC 56
IX: _SHINGTCN DC 56

KS KANSAS CITY KS 56
AB _ NM 56

AB _ _M 56
WI _ ISlJU_ TO, 224
l_P _LIS MN 1544
BD BOULDER CO 224
_I (_41(_&_O IL 1544
It, tRBN_ IL 56

_RTSVILLE AL 56
8D BOLM.DER CO 224

IX: _S_INGTCN IX: 56
PR PRINCEIX_ NJ 1544
PR _ NJ 1544
IT _ NY 1544
IT ITHM_ NY 1544
PR _ NJ 1544

IT IT_V_ NY 1544
.DR PRINCETON _3 1544
DC _ DC 1544

BO BOSTCtq MI% 1544
DC _ IX: 56
PR _ NJ 1544
PT PITTS3LRGH PP. 1544
PR PRINCET(_ N3 1544
DC _ IX: 56

BD BOULDER CO 1544
BD BOULDER CO 224
SE SEATTLE _ 56
SE SEATTLE _ 56
SE SEATTLE _ 56

LL _ (_ 1544
PT P_ PA 1544
DI' ANN NIBCR HI 1544
SO _ t4% 1544
IX: _ DC 1544
IT _ NY 1544
PT P_ PA 1544
PR _ K.7 1544
SE S_k_eLE k_, 1544
L_ I.CS_ (:_ 56
IA IESANGE.,ES (_ 56
LA L(_ _ _ 1544
(_4 CHIC:MX) It. 1544
SD SAN DIl_O (_ 56

SE SER_TLE _ 1544
ST., SALT LN_CIT_ UT 1544

SD SAN DIEGO (_ 1544

860

36

1.446

2.401
2.401

2,401
1,446

860

860
809
232

844
121

211
722

1.742
157
269

40
195
195

40
195

40
205
188
205

40
258

42
124
957
957
147
147
147

2.507
285
459
229
165
267
115
175

1.068
113
113
113

1.733
1.068

684
598

463

OPH3OEL

NSF_T

OPMODEL
OPMODEL
OPH_EL

OR4OOEL
OPMOOEL

OPMOOEL
OR_DE

_SF_'T
NSF_'T

NSI
_STNET

ES_T

NSF_T
_SF_T
NSF_r
_SR_'T
_-_

DRI

_REr

S3NEr
_sF_gr

_57gET
_SF_ET
_SR_T

_SR_ZT
_SF_ET
NSFNET
_SF_E
ESNET

_sR_r

EsNEr

NSTNET
_sn_r

_SR_ET

RSI
_SI

DRI

_sn_r
_sE_-r
_SR_T

_SR_E

CI_
USAN
CIC_ET

USAN

NYS_NET
NYSERNE
/v_C_qET
HYS_NE

PREPNET
/v_CNET
SIRAN
m_qE
USAN
HV_T
_NET

BACICKIqE

_A(:K_NE
BkC_C
PSCNET
3_CKET

EqCXBON
SDS_ET

_AC_CNE

EXHIBIT 11-57. Major Access Point Sort - City B
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SF C_<IAND C_
SF OAKLAND C_
$F SAN FRANCISCO C_

S? SAN FRAN_ISCD C_
SF SAN FRANCISCO C_

SF SAN FRANCISCO C_
SF SAN FRANCISCO C_
57 SAN FRANCISCO C_

SL SALT LAKE CITY LIT
SL SALT LAKE CITY UT

SL SALT LAKE CITY UT
TL TALLAHASSEE FL
TL _SEE FL

TL TAI/AHASSEE FT..

TL _SEE FL
TU ilESCN AZ
TU TUCSC_ AZ
TU TLESC_ AZ
WI _ ISI_ VA
Wl I_I_.LDPS IS_ VA
WI _[.LOPS ISLAND VA
'_5 WHITE SANDS
"_ W_TE SAN_ NM
WS WHITE SANDS NM

s1D

LL _ C_ 56 36
SD SAN DIEOO CIL 56 463
LA L_ ANGELES O, 1544 350
CK CHIC_O IL 56 1.852
DC _ DC 112 2.432
LA LOS ANGELESD G_ 1544 350

DC _ DC 1544 2.432
DC _ DC Z24 2.432

BD KXJLDER OO 56 351
SD SRNDIEGO C_ 56 624
St) SAN DIEGO C_ 56 624

NF M3RPDIX VA 1544 635
DL RICRARDS3M 'IX 1544 754

OR (_M(RIDGE TN 1544 385
CH C_ZCX_O IL 56 806

L% PASADenA _ 56 444
PR _ l_ 1544 2.080
BD BOULDER CO 56 619
DC _ DC 56 106

DC I@_-H2_GTCN DC 1544 106
DC _ DC 56 106

DC _ DC 56 1.721
HEX,Is'rc_ TX 56 700

DC I,_SHINGTC_ DC 224 1.572

146824 133.734

ESHET
NSFNE
ESNET
ESHET
NAS

NASCCR

NSFNET
NSFNET
NSFHE
ESNET
ESZ_ET
ESHET
ESHET

NSNET
NSFNET
NSFNET
Z_e_SO3M

HSNET
NASCC
NSNET
_SO3H

EXHIBIT 11-57. Major Access Point Sort - City B
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(_RRE_IRNTRAFFIC LINKS - SC_T CITY - A ID
il , ,L , ., i

ID CITY - A ST ID CITY - B ST C_PACITY

AB
AB
AB
AB
AB

AB
AB
AB
AS
AU
BD

BD
BD
BD
BE)
BD
BD
BD
BD
BD
BD
BO
9O

CH

_4

C_

CH

IX:

DC
DC
IX:
DC
DC
DC
DC
DC
DC
IX:
DC
DC
DC
IX:

ALHLU._CUE _ LL _ C% 56

AL_ NM LL _ (3% 1544
NM KS KANSAS CITY KS 56
NM _S KANSAS CITY KS 56

ALWXEEq_S _ KS KANSAS CITY KS 56
NH LL LIVERPERE C_ 56

LOS ALAMDS DIM AU AUSTIN TX 56
LOS ALAM_ NM KS LAM_CE KS 56
LOS ALAM_ NM BE) BOtruDER CO 58

AUSTIN TX DL RIC_q)SON TX 1544
KIJI/ER CO 1_ 144DISCN WI 224
KI.rt23ER CO DC _ DC 224
BCLK.DER CO SL SALT LAKE CITY UT 56
BOULDER CO IX: _ DC 224
BOULDER CO IK3 WUOUSIDLE MA 224
BOULDER CO MI MIAMI FI 224
BOULDER CO TU TUCSON ,42. 56
BOULDER CO 13'1" AI_ ARBOR MI 224
BOULDER CO PO C_B_.IS CR 1544
BOULDER CO PO (_3RVALi/S QR 224
D_ CO LA L/_ _ (_ 1544

_ N7 NEW YORK NY 1544
C3_RIDGE M% PR PRINCEIDN NJ 1544
CHI(_%_30 IL SE SEA2TLE _ 1544
(ZM:I(:_GO IL DT lANSING MI 1544
(_{IC3_O IL DT LITCHFIELD MI 1544
Q4IC_%_O IL SF SAN FRANCISCO C_ 56
CHIC_X) IL _ _4,DISCN WI 1544

(_41CKGO IL BD D_%'_,_ CO 1544
C_IGKD _rL 11 TAL[AHASSEE FL 56
CHI(_%GO IL IL URBANA IL 1544
C_EE(:_%_O IL LI LIN(_LN NE 1544
(Z_I(_GO 1"6 BO _ _. !544

DC NM NEW YORK N%' 1544
M_MINGTC_ DC AD _ NM 56
_4SHINSTCN DC LL _ _ 56

DC LL _ C_ 56
IX: LL _ (_ 56

M4SHINS"93N DC _ HLRTSVILLE At, 56
DC _ _ TX 56

M_HINS"K_ DC WI M%LLOPS ISLAND VA 56
DC WI _ ISLAND VA 1544

VCASHINGT_ IX: CL CLEVELAND CH 112
DC KN (:;%PEKENNEDY FL 168
DC LA LOS _ C4 56

Vt_4INGTON IX: W$ Vv_lITg SANDS NM 224
DC W_ $_IITESANDS NM 56
DC LA RARST_ _ 224

EXHIBIT 11-58. Current (1989) IRN Links & Capacity
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DC

DC

IX_
DC
DC

IX:

DC
DC

IX:

DC
DC
DC
DC
DC
DC

DL
DT
DT
HN
HN
HN

HI3
I-_

I'gJ
I-_
IL
IL
IL
IN
IO
IT
IT
IT
IT
IT
KS
KS
KS
LA
LA

DC BO

DC PR
_P_'I_NG'I'CN DC SF

DC
DC I.A
DC LA
DC I.A

DC I_

IX: HN
DC HU
DC

DC NF

DC HI]
DC KN
IX: NY

RZ_-_DSON TX TL
AI_ AR_ HI

_K_rrSVlLLE AL _3_

_K_'I LLK AL DC
_K_TSVILLE _L KN
_L_TSVILLE AT. MI

TX AU
_X DL

_=USTCN IX WS
_TCN IX A_
_OUSTCN IX

IX _D
IX AU

IL IN

INDIANAPOLIS IN C_
IC_ CITY IA IL

NY N7

_ DC
NY PT

CITY KS LL
K_/SAS CITY KS LL
KN_&_ CITY KS AB
LOS ANGELES CA

BARSTCW CA 56
C_3RIDGE MA 56

PRINCETC_ NJ 1544
SAN FRANCISCO CA 1544
SAN FRANCISCO CA 112
SAN FRANCISCO CA 224
HCUSTOH TX 1544
P_._D_ CA 448
PASADENA CA 280

CA 224
H_CrS_LLE AL 1544
CKPE KENNEDY FL 672
HLWI'S_LLE AL 512
HOUSTON TX 56

IX 2048
WI_ DE 56

NCI_OLK VA 56
IX 56

CAPE KDRED7 FT. 280
7CRK H7 56

ISLAND VA 56

TAIIAHASSEE F_. 1544
CDLLI4BUS QH 1544

NJ 1544
(_PE KIDdeD7 FT. 2048

TX 168
DC 672
FL 56

MIAMI FL 56
AUSTIN TX 1544
_LL_S IX 56

E.RTSVILLE AT. 56
_4ITE SAb_S HM 56

TX 1544
AUSTIN TX 56
_ULDER 03 1544

AIJSTIN D_ 56
ClJ_EK_RED7 FL 1544
(_-IZC_O ZL 1544
B_ IN 1544
MI_ WI 56
OO_ CR 1544
LRBANA IL I544

YORK N7 1544
NEWYQRK NY 1544
NEWYORK NY 1544
HRSHZh%'TCN DC 1544
PIT/_ PA 1544
LIIRRCRE CA 56
LIVER,rRE CA 1544

NM 1544
LO6 _ NM 1544
i_NTSVILLE AL 56
.II

EXHIBIT 11-58. Current (1989) IRN Links & Capacity
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5% L06 _L_.ES

5% LOS_

5% L06_
5% L06 _Tl._O

PASAD_
P_.qAD_
P_._

LI LI_0_bl
LI LINCOLN
LI LINCDU¢
LI LIN(DL_

LL
LL LIVERMm_
LL
LL
14D _LIS

_LIS
NF NORFOLK
NY LONG ISLAND
NY NEW 7CRK
CR _ RIDGE
OR _ RIDGE
RR

PR FRINCEK_
PR FRINCXTC_
FR PRINCETC_
PR FRINCEK_
FA FRINCEr_
PR RU]_ETC_
PR FRINCEIC_

FR FRIN(XTON
PR FRINCXT_
PR
FR
FR R%mCZI_
FR FAIN(ZE_
FT PITTSRR_
FT PrITsmm(_
FT PITTSmR_
FT PITTS3UA_
PT PI_
FT P_
SD SAN DIEGO
SD SAW DIEGO
SD SAN DIEGO
SD SAN DIEGO
SD SAN DIEGO
SD SAW DIEGO

SD SAN DIEGO

(_ SD SAN DIEGO (_ 56
C_ SD SAN DIEGO G% 56

(_ 57 SAN FRANCISCO C_ 1544
(_ HU HOUSIDN IX 56

(_ BD BOULDER CO 56
(_ SD SAN DIEGO (_ 1544
(_ SF SAN FRANCISCO CA 1544
C_ TU TUCS_ AZ 56
CA DC BALTD4DRE _D 56

C_ HU }_STC_ ISLAND TX 168
CA DC _ DC 672
NE IL UABANA IL 56
NE KS _CE KS 56
NE IO IOk_ CITY IA 56
NE BD BOUldER CO 1544
(_ SF (_(LAND CA 56

(_ PR F_YNCEI<_ N.7 1544
C_ 5% LOS ANGELES CA 56

AB _ NM 1544
MN IO IOM%CITY LK 1544
MN MD MADISON WI 1544
VA TL TALLAHASSEE FL 1544
NY BO (3MBRIDGE I_ 1544
NY IT RQME NY 1544
TN <_ C_ICAGO IL 1544
TN TL TALLAHASSEE FL 1544
N_ T%T Tt_SC_ A_ 1544
N.7 NF NCRFOLK VA DC 1544
NJ NY NE_YDRK NY 1544
NJ CH CHI(3GO IT.. 1544
NJ NY _ ISLAND NY 1544
NJ BD BOLDER CO 1544
NJ SC S_%TE COLLEGE PA 1544

NJ RH PHILADELPHIA PA 1544
NJ BO G_RIDGE 14% 1544
N.7 BO _4BRIDGE _ 1544
NJ NY _YORK NY 1544
NJ NY NEW YORK NY 1544
NJ BO NEW HAV_2_ CT 1544
N.7 BO AMHERST I_ 1544
PA SC STKTE _ PA 1544
K% PR PRIN(ZET(_ NJ 1544
PA IL UR_ANA IL 1544
PA CL CLEVEiAND CR 1544
PA R4 R{ILADELq41A PA 1544
PA DC _ DC 1544
(_ LA LOS _ (_ 1544

(_ LK RI'_RSIDE C_ 56
(_ 5% LC_'%IES G_ 1544
C_ 5% LO_ANGELES C_ 1544
G% }_J MC_STON _X 1544
(_ SF _ PARK (_ 1544
(_ L% SAW'BARBARA _ 56

EXHIBIT 11-58. Current (1989) IRN Links & Capacity
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SD
SD
SD
SD

SD
SE
SE

$E
SE
SE
5V

SF
SF

SF
SF
$F
SF

SL
SL

SL
WI
WI
WI

sum

SAN DIEGO _ SE
SAN DIEGO C% SF
SAN DIEGO 0% LA
SAN DIEGO C_ SL
SAN DIEGO _ SL
SEATTLE M_ SD
SFA2TLE M_ SF
SEATTLE _ ;_)
SEA2TLE M_ ;_0

SEATTLE _ ;_)
SAN FRANCISCD 0% LA
SAN FRANCISCO CA LL
SAN FRANCISCO CA BD
SAN FRANCISCO (_ DC
SAN FRANCISCO CA LA
SAN FRANCISCO C% DC

SAN FRANCISCO C% CH
SALT LAKE CITY UT SF
SALT tAKE CITY UT BD
SALT LAKE CITY UT CH
M_.OPS ISLAND VA HU
M_IOPS ISLAND VA _D
_.LOPS ISLAND VA HU

SEATIIX _ 56

OAKLAND CA 56
IRVINE CA 56
SALT LAKE CITY UT 56
SALT LAKE CITY UT 56
SAN DIEGO CA 1544
b_Nq.OPARK CA 1544

OR 56
CORVALLIS OR 56

OR 56
PASADENA CA 448

CA 1544
BO/_ER CO 56

DC 336
LOS ANGELES CA 56

DC 56

C_ICAGO IL 1544
M_FuO PARK CA 1544
BOULDER CO 1544
_4If3_O IL 1544
H_USTCN TX 1544
_g&DISC_ WI 224

_USTCN TX 224

146824

EXHIBIT 11-58. Current (1989) IRN Links & Capacity

(Continued)
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EXHIBIT 11-59. Current IRN - Location Of 40

Major Access Points
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EXHIBIT 11-60. Current IRN - Number of Tls Terminated
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EXHIBIT 11-61. Current IRN -T1 Connectivity
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SECTION 12

FUTURE INTEGRATED RESEARCH NETWORK

12.1 OVERVIEW

Given the definition of the current IRN described in Section 11,

information on events and trends expected to impact future development of

the IRN was collected and analyzed. Then the definition of the current

IRN and the results of this analysis of events and trends were used to

develop projections of the size of the IRN at future points in time.

12.2 METHODOLOGY

As noted earlier in Section 2, the major activities conducted to size

and define the future integrated research network included:

1. Review the literature on projections related to an IRN.

2. Identify relevent events and trends.

3. Develop a survey to obtain expert information on events and

trends.

4. Collect survey data from experts.

5. Analyze results of literature review and survey.

6. Specify benchmark years.

7. Identify new major access points.

8. Develop a future IRN database.

8. Specify major access point connectivity.

9. Project backbone link speeds.

10. Define IRNs for benchmark years.

Previously collected literature (e.g., national reports, journal

articles, and conference summaries) were reviewed to identify strategies

for projecting, and actual projections of, the future requirements for an

IRN. The results of this review suggested that a combination of

qualitative and quantitative factors should be considered when projecting

the future requirements for an IRN.
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Thesequalitative and quantitative factors involve:

1. Network Needs And Usaae - i.e., the future needs of scientists, usage

growth trends, and the addition of new groups of users.

2. Network Development - i.e., the development of new networks and the

reconfiguration of existing networks.

3. Federal Government Activity - e.g., legislation and funding support.

4. Priv_tt¢ Telecommunications Comt)anv Activity e.g., financial support

and research and development participation.

5. NRN Plans - e.g., FRICC, FCCSET and EDUCOM projections,

6. Technoloaical Chanaes - e.g., advances related to developing a Gbps

network.

7. Economic Pressures - e.g., international competition motivating both

federal and private support for an IRN.

These factors were used to develop a brief guide for surveying

leaders in the field of computer research networks. Some fifteen experts

were asked to give their opinions, and the basis for them, of when and how

a national computer research network might develop in the future. Then,

the survey information and the initial literature review findings were

analyzed, and the results of the anlysis were used to identify appropriate

benchmark years, identify additional major access points, and project link

speeds for the future IRNs.

Basesd on the analysis noted above the following guidelines were

specified for projecting the future IRN:

1. Benchmark years would be: 1989 (Current), 1991, 1996, 2000, and 2010.

2. Major access points would be the same for 1989 and 1991; new major

access points would be added in 1996. Major access points in 2000 and

2010 would be the same as for 1996.

3. For the sake of clarity, only the IRN backbone would be depicted for

each benchmark year topology maps. While many other access points may

be added yearly, these would not be presented in the projections.

4. Connectivity would be the same for 1989 and 1991; it also would be the

same for 1996, 2000 and 2010 with new access points added for 1996.

5. The IRN link speeds would include DSl (TI), DS3 (T3), DS4 (T4), & Gbps

speeds; several speeds would be used for each benchmark year; and the

magnitude of speed increases would reflect technology/use projections.
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Given these guidelines, the current network database developed in

Subtask 2.3 was used to develop a new future network database, reflecting

the changes in major access points, connectivity and link speeds, for each

of the four future benchmark years. These databases then were used to

develop the definitions of the IRN for four benchmark years.

12.3 FINDINGS

The findings obtained from the activities conducted to size the

future integrated computer research network are presented in terms of the

IRN city A and city B links and capacities for each of the benchmark years

and the topology maps showing major access point confiectivity for each of

the benchmark years. These results are presented below.

12.3.1 Current IRN Links and Topology

The Current IRN links and the Current IRN topology map, which were

discussed in Section ll, are presented again here so that they can be

compared easily with the links and maps for the future benchmark years.

The Current IRN traffic links are listed in Exhibit 12-1. The ID (i.e.,

major access point identification), name and state for City A and for City

B and the capacity (in Kbps) for each City A/City B link are listed.

The Current IRN topology is depicted in Exhibit 12-2. In this

exhibit, City A/City B links have been grouped to form TI capacity

requirements for the various segments of the Current IRN backbone. As

noted earlier, the total number of TI links on this backbone is 187.

12.3.2 1991 IRN Links And Topology

The 1991 IRN links are listed in Exhibit 12-3. The names of the 1991

links are identical to the Current IRN links that were presented in

Exhibit 12-1. Again, the ID (i.e., major access point identification),

name and state for City A and for City B and the capacity (in Kbps unless

followed by an M which denotes Mbps) for each City A/City B link are

(Next text, Page 12-13)
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_n_RERT IRN TRAFFIC _ - SORT CITY - A ID
H,, .....

ID CITY - A ST ID CITY - B ST

AS _ _ LL _ C_ 56
AB AL_ NM LL _ (_ 1544
AS _ NM KS KANSAS CITY KS 56
AS AU_ NM KS KANSAS CITY KS 56
AS AL_Ct_qO_ NM KS KANSAS CITY KS 56
AS _ NM LL _ C_ 56
AS LOS A[AM_ NM AU AUSTIN TX 56
AS LDSA[AMgS NM KS _ KS 56
AS LESALAM_ NM BD BOULDER CO 56
AU AUSTIN TX DL RICHAWDSCN TX 1544
BD BCt_DER CO MD _4%DISON WI 224
BD BOULDER CO IX: _HINGTC_ IX? 224
BD BOULDER CO SL SALT L%KECITY UT 56
BD BOULDER CO DC _ IX: 224
BD BOULDER CO BO WCXDD6HOLE bg% 224
BD BOULDER CO MI MIAMI FL 224
BD BOULDER CO TU TUC_C_ AZ 56
BD BOULDER CO DT AI_I_I_R I_ 224
BD BOULDER CO FO OaRVALIS CR 1544
BD BOULDER CO PO (X3RVALLIS CR 224
BD DERVER CO LA LOSES C_ 1544
BO _ _4% NY NEW TCRK NY 1544
BID <_MBRIDGE 14_ PR __ N.7 1544
CH C_4IC3SO IL SE SF.ATTLE _ 1544
C_ CHI(_O IL DT LANSING MI 1544
CH CHIC_%_O IL DT LITCHFIELD MI 1544
C_ C_IIC_30 IL SF SAN FRANCISCO C_ 56
(_I CHIC_O IL I_) MADISON WI 1544
(_ CKIC3SO IL BD DENVER CO 1544

CH C_X_ IL TL TAL[AMASSEE FL 56
CH CHIGn_O IL IL t_%BANA IL 1544
CH CKIG%SO IL LI LINCOLN NE 1544
CH CHIC_%_O IL BO C_RIDGE I_ 1544
DC _ IX: NY NE_K_RK NY 1544
DC M%SHINGT_ DC AS _ NM 56
IX: _ DC LL _ C_ 56
IX: MkSHINGTC_ DC LL _ C_ 56
DC _ DC LL _ C_ 56
DC _ DC _ _LRTSVILLE AL 56
DC _ DC HU _EESTC_ TX 56
DC _ DC WI M_IOPS ISLAND VA 56
DC M_4INGTCN DC WI _ ISLAND VA 1544
DC _ DC CL CLEVELAND CH 112
DC M%SHINGTCN DC KN C_EK_Dy FL 168
IX: M_NGTC_ DC LA LOS_ G% 56
DC _ DC WS WHITE SANDS _ 224
DC _ IX? WS _.IITE SANDS NM 56
DC _ DC LA BARSTO_ _, 224

EXHIBIT 12-1. Current IRN Links & Capacity

Pase 12-4



DC
DC
DC
DC
DC
DC
DC
DC
DC
DC
DC
DC
DC
DC
DC
DC
DC
DC
DC
DC
DC
DL
DT
UT

HN

HU
HU
HU

EJ

HU
_J
IL
IL
IL
IN
IO
IT
IT
IT
IT
IT
KS
KS
KS

IA

WASHINGTON DC
DC

M_._41NGTON DC
DC

W%SHINGTON DC
DC
DC

WASHINGTON DC
WASHINSlZ_ DC

DC
DC

%@_4INSTC_ DC
M%_rINGTCN DC

DC
DC
DC

M%SHINGTON DC
DC

WASKD_-'IZ_ DC
DC
DC

RICldARDSCN TX
ANN ARB3R MI
ANN ARBC_ MI
HUNTSVILLE A5

_¢rsvl-t/x AL
HUNTSVILLE AL
HUNTSVILLE AL
HUNTSVILLE AL

BRYAN TX
HDtSTCN TX
HDUSTC_ TX
HOUSTON TX
HOUST_ DC
I-DUSTON TX
I_/STCN TX

TX

URBA_ IL
LRBA_ IL

IL
INDIANAPOLIS IN
IO_ CITY IA
I'/RACA NY
ITH;_ I_'
ITHAC_ N7
ITHACA N7
ITHAC_ N7
KANSAS CITY KS
KANSAS CITY KS
KANSAS CITY KS

L__ CA

IA _ CA 56
BO C%_RIDGE MA 56
PR _YN_ _7 1544
SF SAN FRANCISCO CA 1544
SF SAN FRANCISCO CA 112
SF SAN FRANCIS(X) CA 224
HU H_JSTC_/ TX 1544
IA PASADENA CA 448
LA PASADENA CA 280
LA _ CA 224

HL_I'SVI LLE AL 1544
KN (_E KI_WEDY FL 672
HN _WZSVILL_ AL 512

_ YX 56
HU HI_ST_ TX 2048
PH WI_ DE 56
N? _PIOU_ VA 56

HC_STC_ T_ 56
I@/ C1_PEKmqNEDY FL 280
N7 NEWYORK N7 56
WI M_IDPS ISLAND VA 56
TL YALLAHASSEE FL 1544
CB CO_ OH 1544
PR PRINCK'_ N3 1544
_/ (_E KENNEDY FL 2048

Hct_rc_ TX 168
DC _ DC 672
KN ORLANDO FL 56
HI MIAMI FL 56
AU AUSTIN TX 1544
DL DALLAS TX 56
_/ HLRTSVILLE AL 56
WS _4ITE SANDS NM 56
AU AUSTIN TX 1544
AU AUSTIN 7:( 56
BD BOULDER CO 1544
AU AUSTIN _ 56
/_ _ _ FL 1544
_I C_I(3_O IL 1544
IN B_ IN 1544
MD _ WI 56
CB CO_ OH 1544
IL tR_q_ IL 1544
NY NE_ 7C_K N7 1544
NY NEWYORK NY 1544
NY NEWYCRK N7 1544
DC _ DC 1544
_r P_ PA 1544
LL _ CA 56
LL _ CA 1544
AB _ NM 1544
AB L_ ALAM_ NM 1544
HN HIRTSVILLE AL 56

EXHIBIT 12-1. Current IRN Links & Capacity

(Continued)
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[A
LA
LA
LA
LA
LA
LA
LA
LA
LA
LK
LI
LI
LI
LI
LL
LL
LL
LL

NF
NY
N7
CR
OR
PR
PR
PR
PR
PR
PR
PR
PR
PR
PR
PR
PR
PR
PR
PT
PT
PT
PT
PT
PT
SD
SD
SD
SD
SD
SD
SD

LOS A_GELES

LDS _A'GELES
LOS_ C_
LOS N_"ELES C_
LOS_ C_
L06_ CA
PASADENA (:_
PASADENA C_
PASADENA
PASADD_ (3%
LINCOU; NE
LINCOLN NE
LDCDLN NE
LINCOU_ NE

LIVERPCRE G_
0%

MDRFAPOLIS MN
MINNEAPOLIS PR
NORFOLK VA

ISLAND NY
NEW 7CRK N7
CI%KRIDGE TN

RIDGE TN
PRINC_IQ_ NJ

NJ
NJ

PRINCEZQN NJ
PRINC%'TCN NJ
PRINCETCR NJ
PRINCETCN N3
PRINCEK_ NJ

NJ
PRINCETQN NJ
PRINCETCR NJ
PRINCETON N3
PRINCEECR NJ
PRINCEEC_ N3
PITTS3tlR_ PA
P_ PA
P_ PA
P_ PA
PITTSiBLRGH PA
PITISI¢_ PA
SAN DI_GO C_
SAN DIEGO (_
SAN DIEGO (_
SAN DIEGO O,

DIEGO (_
SAN DIEGO (:_
_1 DIEGO 0%

SD SAN DIEGO C_ 56
SD SAN DIEGO 0% 56
SF SAN FRANCISCO C_ 1544
HU HCUSTCR TX 56
BD BOULDER CO 56
SD SAN DIEGO 0% 1544
SF SAN FRANCISCO 0% 1544
TU TUCSON AZ 56
DC BALTD4CRE _D 56
HU HOUSTC_;ISLAND TX 168
DC _ DC 672
IL URBANA IL 56
KS LAWRENCE KS 56

IO IOHACITY IA 56
BD BOULDER CO 1544
SF C_AND 0% 56
PR _ NJ 1544
LA LOG ANGELES 0% 56
AB _ _ 1544
IO IOHACTTM IA 1544
MD I_%DISC_ WI 1544
TL _M/AHASSEE FL 1544
BO CN_RIDGE I_ 1544
IT RC2_ NY 1544
C_ CHI(_30 IL 1544
TL TALLAHASSEE FL 1544
TU TUCSC_ AZ 1544
NF NORFOLK VA DC 1544
NY NE_YCRK NY 1544
CZ4 CHI(3_O IL 1544
NY LONG ISLAND NY 1544
BD BOLD_ CO 1544
SC S_3/EODLLEGE PA 1544
PH R-IILADE_.PHZA PA 1544
BO _IX_E /_, 1544
BO (3Z_RIDGE _ 1544
N7 NE_YCRK NY 1544
NY N_/YQRK NY 1544
BO Ni_I_.V_I cr 1544
Bo _ _ 1544
sc _ COLLEGE PA 1544
PR PRINCETQN NJ 1544
IL tRBA_ IL 1544
CL CLEVELAND CH 1544
PH PHILADK'uPHIA PA 1544
DC _ DC 1544
LA LOS ANUEi_S 0% 1544
iA _IDE 0% 56
LA LOS ANGELES (_ 1544
LA LOS ANGELES 0% 1544
HU HOUSTQN TX 1544
SF ta_l'LD PARK 0% 1544
LA SAN_B/_B/_ 0% 56

EXHIBIT 12-1. Current IRN Links & Capacity
(Continued)
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SD SAN DIEGO (_ SE SEATTLE WA 56

SD SAN DIEGO CA SF C_.AND _ 56

SD SAN DIEGO C_ LA IRVINE C_ 56

SD SAN DIEGO CA SL SALT LAKE CITY UT 56

SD SAN DIEGO _ SL SALT iAKECITY UT 56

SE SEATTLE _ SD SAN DIEGO CA 1544

SE SEATTLE %0% SF M_qLOPARK CA 1544

SE SEATTLE M_ PO _nAND C_ 56

SE SEATTLE WA PC) CORVALLIS C_ 56

SE SEATTLE _ PO EIED_ OR 56

SF SAN FRANCI SCUD CA LA PASAD_ CA 448

SF SAN FRANCISCO C% LL LIVERMDRE (_ 1544

SF SAN FRANCISCO CA BD BOULDER CO 56

SF SAN FRANCqSC_D CA DC 9_%SHING'I'CN DC 336

SF SAN FRANCISCO CA LA LOS ANGEIXS CA 56

SF SAN FRANCISCO CA DC M_-IINUTON DC 56

SF SAN FRANCISCO CA C_ CRICk30 IL 1544

SL SALT LAKE CITY UT SF MI_K.OPARK CA 1544

SL SALT LAKE CITY UT BD BC_FLD_ CO 1544

SL SALT LAKE CITY UT _ CHI(_%GO IL 1544

WI 9_LI.OPS ISLAND VA HU H_USTC_ TX 1544

WI _/.OPS ISLAND VA MD MADISON WI 224

WI M_J.DPS ISLAND VA HU MOUSTCN TX 224

sum 146824
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1991 IRN
ri ii i i i iiL ii i T I II , ii I J i II" _ i i _

ID CITY - A ST ID CITY ST CAPACITY (KB)

AS _ _ LL LIVERMORE (_ 56
AS _ NM LL LIVERM3_ CA 1544
AB _ NM KS KANSAS CITY KS 56

AS _ NM KS KANSAS CITY KS 56
AS _ NM KS KANSAS CITY KS 56
AS _ NM LL LIVERM3_ CA 56
AS LOS AIAM_ NM AU AUSTIN TX 56
AB LOS ALAMOS NM KS _ KS 56
AB LOS AIAMOS NM BD BOULDER CO 56

AU AUSTIN TX DL RICRARDSON TX 1544
BD BOULDER CO bid MADISON WI 224
BD BOULDIR CO DC D_z.SH'/NG'I13_ DC 224
BD BOtruDER CO SL SALT LAKE CITY UT 56
BD BOULDER CO DC _ DC 224

BD BOULDER CO BO WOODS HOLE b9% 224
BO JKXFLDER 03 _ MIP&4I FL 224
BD BOULDER CO TU TLESC_ AZ 56
BD BOULDER CO DT ANN ARBOR MI 224
BD BOI.K.DER OO FO O_VALIS OR 1544
BD BOiTLDER CO PO CORVAI//S OR 224
BD D_ CO LA LOS ANGEiF_ CA 1544
BO BOST(_ M_ NY NEW 7CRK NY 1544
BO C_MBRIDGE b_ PR PRINC'EIX_ N3 1544
CH CRIO%GO IL SE SFATn.E _ 44M
CX4 CHI_ IL DT LANSING MI 1544
_I CHIOEO IL DT LIT_IFIELD MI 1544
CR CHICe_O IL SF SAN _SCO CA 56
_4 CHI(_GO IL ME) bO%DISC_ WI 1544
CM (_II(3_O IL BD DEN_R CO 4424
CH (_iI(3_O IL TL TALLAHASSEE FL 56
CH CHI(_X) IL IL LRBANA IL 1544
_4 CHIOOD IL LI LINCOLN NE 4414
(_i (_II(3OO IL _) (_I_RIDGE M_ 1544
DC M%SHINS'K_ DC NY NEW YORK NY 1544
DC _ IX: AB _ NM 56
IX: _ DC LL _ CA 56
DC _SHINSTCN IX: LL _ CA 56

IX: _ DC l,L IJgERC:RE CA 56
DC _ DC _ BafI3VllLE AL 56
DC _ IX: I_J B3JS33N TX 56
DC _ DC WI HKLLOPS ISlAND VA 56
DC _ DC WI I(%LLOPS ISLAND VA 1544
DC _ DC CL _ _ 112
DC _ DC KN C_4PEKENNEDY FL 168
DC _ DC iA iO6 ANGELES _ 56
DC _ DC W_ _.IITE SANDS NM 224
DC M_4INST_ DC k_S WHITE SANDS NM 56

DC _ DC LA BARSTOW _ 224

EXHIBIT 12-3. 1991 IRN Links & Capacity
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pc _ DC

PC _HINGTON DC
PC _{INGTON DC
DC _4INUTON DC
PC WLgHINGTON PC
PC _ PC
PC W_4INGTON DC
PC _OLgHINGION PC
PC WtgHINGTCN PC
DC _HINGTON DC

PC WLgHINGT_ DC
DC _INGTON DC
PC W_4INGTON PC
PC _ PC
PC _m_KDIGTC_ PC
DC _ PC
DC _ " PC
DC _ PC
DC _ PC
PC _ PC
PC _ PC
DL I_C_t_S_
DT _iN _ MI
DT _J_IN_ HI

HU BRYAN TX
PIJ _

HU h_Jb'_N TX
_J _

HU _

IL URB_NK IL
IL URBANA IL
IL U_BANA IL
IN INDIANAPOLIS IN
IO IO_ CITY IA
IT ITHKG% NY
IT ITHAC_ N_
IT ITHAC% NY
IT ITHA(_ NY
IT I_4ACK NY
KS KANSAS CITY KS
KS KANSAS CITY KS
KS KANSAS CITY KS
LA tO_ AWGELKS (_
LA iC__ (_

LA BARSTCW CA 56
BO (_RIDGE MA 56

PR PRINCETON N/ 44M
SF SAN FRANCISCO CA 1544
SF SAN FRANCISCO (3% 112
EF SAN FRANCISCO CA 224
HI/ _ TX 44M
LA PASADenA CA 448

LA PASADD_A C_ 280
LA LCM_OC CA 224
HN HUNTSVILLE AL 1544
KN CAPE K_gqEDY FL 672

HN HUNTSVILLE AL 512
HU H_/_ TX 56

HU HOUSTCN TX 2048
PH WI_ DE 56
NF NORFOLK VA 56
HU HOUSTON TX 56
KN CAPE _ FL 280
NY NEW Y_RK NY 56
WI WALLOPS ISLAND VA 56
TL _SEE FL 1544
CB COLUMBUS CH 1544
.PR PRINCETCN NJ 44M
KN CAPE KES_EDY FL 2048
HI] _ TX 168

DC _ DC 672
KN CRLANDO FL 56
MI MIAMI FL 56
AU AUSTIN TX 1544
DL DALLAS TX 56
HN HLRTSVILLE AL 56
WS WHITE SANDS NM 56
AU AUSTIN TX 1544
AU AUSTIN TX 56
BD BOULDER CO 44}4
AU AUSTIN TX 56
_(N _ K]_REDY FL 1544
CH CHI(3GO IL 1544
IN B_ IN 1544
MD MIL_%LKEE WI 56
C_ COLLP_US OH 1544
IL URBANA IL 1544
N_ NEW %_RK NY 1544

NY NEW _CRK N_ 1544
N7 NEW 7CRK N7 1544
PC _ DC 44M
PT PI_ PA 44}4
LL _ CA 56
LL LIVERM:RE CA 1544

AB _ " NM 1544
AB L_ ALAM:_ NM 1544
}_ Ht%n_'VILLE AL 56

EXHIBIT 12-3. 1991 IRN Links & Capacity

(Confined)
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IA
IA

IA
IA
IA
IA
IA
IA
IA
IA
IA
Ll
1.1

51
L/.
I/.
LL
IL
MP

NF
NY
NY
OR
OR

M_

M_
M_
M_

M_
M_

M_
M_
PR
PT
PT
PT
PT
PT
PT
SD

SD
SD
SD
SD
SD
SD

LOS _S CA
LOS ANGELES CA
LOS ANGELES CA
LOS ANGELES CA
LOS ANGELES CA
LOS ANGELES CA
LOS ANGELESO CA
PASADE:NA 0%
PASADENA CA
PASADENA CK
PASADENA CA
LINCDL/_ NE
LIN(I3U_ NE
LINODU_ NE
LINCDLN NE
L_ CA

CA
CA

LWm%MORE CA
MINNEAPOLIS
_LIS MN
NORFOLK VA
LCNG ISLAND N7
NEW 7ORK NY
C_%KRIDGE TN
CAK RIDGE TN
PRINCETON NJ
PRINCETON N3
PRINCETCN N3
PR/RCTTCN NJ
PRINCEIDN NJ
PRINCETON NJ
PRINCEK_ NJ
PRINCETON N3
PRINC"ET_ N3
PRINC'EION NJ
PRINC'EI'CN N3
FRIN<::ET_ N,./

NJ
PRINC'EZ'QN NJ
PI_ PA
PITTSBURGH PA
P_ PA
PI_ PA
P_ PA
PITTSBUR_4 PA
SAN DIEGO CA
SAN DIEGO CA
SAN DIEGO CA
SAN DIEGO CA
SAN DIEGO CA

SAW DIEGO CA
SAN DIEGO (_

SD SAN DIEGO CA
SD SAN DIEGO CA
SF SAN FRANCISCO CA
HU HCUSTCN TX
BD BEX/LDER CO
SD SAN DIEGO CA
SF SAN FRANCISCO CA
TU TUCS_ AZ
DC BALTIMORE _D
HU HDUSTON ISLAND TX
DC _ DC

IL URBANK IL
KS LAM_CE KS

IO IOk_ CITY IA
BD BOt_ CO
SF O_ CA
PR PRINCETON NJ

AB _
IO IONK CITY IA
MD P_DISC_ WI
TL TAIIAHASSEE FL
BO _DGE M%
IT RQ_ NY

CH CHIC_O IL
TL TALIAHASSEE FL
TU TUCSQN AZ
NF NORPOLK VA DC
N7 NEW 7ORK N7
CH CHIC_O IL

NY LCNG ISLAND NY
BD BOLDER CO
SC SI3/E COLLEGE PA
PH PHILADELPHIA PA
BO G%_IDGE
BO O_RIDGE
N%' NEW YORK NY
NY NE_ _DRK 16'
BO NEW }_VIN CT
BO AMFmRST M_
SC STA/E COLLEGE PA
PR PRINCEK_ N3
IL URBR_ 11
CL _ OH
PH PHILADELPHIA PA
DC _ DC
LA LOS AWGELES CA
LA _IDE CA
LA L__
LA LC6 ANGEL_ (_

HU HOUSTCN TX
SF I_ILO PARK (_
5% S_2a_ B/_BARA CA

56
56
1544
56
56
1544
1544
56
56
168
672

56
56
56
44M
56
1544
56
1544
1544
1544
1544
1544
1544
1544
1544
1544
1544
1544
1544
1544
1544
1544
1544

1544
1544
1544
1544
1544
1544
1544
44M
44M
1544
1544
1544
1544
56
1544
1544

44}4
44M

56

EXHIBIT 12-3. log1 IRN Links

(Confined)
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$D
SD
$D
SD
SD
SE
SE

SE
SE
SE
SF
SF
SF

SF
SF
SF
$F
$L
SL
SL
W'£
Wl
WI

SAN DIEGO CX

SAN DIEGO (_
SAN DIEGO (3%
SAN DIE(X3 C_
SAN DIEGO (_
SEATTLE
SEATTLE
SEATTLE
SEAT/IX M%
SEATTLE WA
SAN FRANCISCO CA
SAN FRANCISCO CA
SAN FRANCISCO CA
SAN FRANCISCO CA
SAN FRANCISCO CA
SAN FRANCISCO CA
SAN FRANCISCO CK
SAJ_T_CITY UT
SALT LAKE CITY UT
SALT LAKE CITY UT
NRLDOPS ISLAND VA
'_M./£_ ISI2_/D VA
_M.DPS ISLAND VA

SE SEATTLE HA
SF OAKLAND CA
iA IRVINE CA
SL SALT LAKE CITY UT
SL SALT LAKE CITY UT
SD SAN DIEGO CA

SF Mm_LO PARK CA
PO PCRTLAND CR
PC) CERVAILIS OR
PO _ OR
LA PASRD_ CA
LL _ CA
BD BCULDER CO
DC _ DC
LA LOS ANGELES CA
DC M%SHINGTON DC
C_I CHICY_30 IL
SF MENLO PARK CA
BD BOULDER CO
CH CHICASO IL
HU 14C[b'TC_ TX
MD _ISCN Wl
_J HSJSTON 174

56
56
56
56
56
44M
44M
56
56
56
448
1544
56
336
56
56
1544

44M
44M
44M
1544
224
224

sum

EXHIBIT 12-3. 1991 IRN Links

(Coetincd)
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listed. The major change from the Current IRN to the 1991 IRN was the

increase in capacity from T1 to T3 on some links. It was assumed that the

NSFNET Backbone capacity would increase from TI to T3 by 1991, and this

expected increase was reflected in the 1991 IRN backbone.

The 1991 IRN Topology is depicted in Exhibit 12-4. The 1991

connectivity has not changed from the Current (i.e., 1989) connectivity,

but the capacity of the IRN backbone has. Much of the 1991 IRN backbone

now has T3 capacity.

12.3.3 1996 IRN Links And Topology

For the 1996 IRN, ten new major access points were added, making a

total of fifty major access points. These fifty major access points are

listed in Exhibit 12-5. The ten new major access points are: Atlanta,

Billings, Cheyenne, Columbus, Columbia, Fargo, Helena, Jacksonville, New

Orleans, Raleigh and St Louis.

The 1996 IRN links are listed in Exhibit 12-6. As with the Current

and 1991 IRN link lists, the ID (i.e., major access point identification),

name and state for City A and for City B and the capacity (in Mbps denoted

by an M or in Gbps denoted by a G) for each City A/City B link are

listed. However, even though the number of major access points has

increased by ten, the number of links listed has decreased from 177 links

in 1991 to 53 links in 1996. This is because only direct links are listed

for 1996. For example, in 1996 there are only two links from Seattle

(Seattle to Helena and Seattle to San Francisco), while in 1991 there were

five. This change in procedure for listing links was made because the

1996 IRN was assumed to be a truly single integrated network, while the

1991 and Current (1989) IRNs were assumed to be composites of many

networks whose individual links were considered separatelt.

The 1996 IRN topology is depicted in Exhibit 12-7. For the 1996 IRN,

the 1991 IRN backbone still exists but its capacity has been increased.

Also, the ten new major access points have been connected to this 199I

backbone. The following increases in capacity have been made:

1. Some of the 1991 T3 links have been increased to 1 Gbps links.
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I I m II m - -

C'ZI"f _ V H

AB AJ,&U3E2_UE _ 8549 5887
AT AZT._gT_ (3q 7243 2092
AU NJSTZN _J_ 9005 3996
BZ BZU.Di(_ t,IZ' 6390 679C
BO _ _'_ 4422 1249
BD BOUT,D£R CO 7456 5961
CY _ _ 7204 5958
CH a.ZZG_ ZL 5986 3426
C"T, _ OH 5574 2543
CO OOZZJ_ZA SC 6902 1587
CB __ CH 5972 2555
DL D/LL2._ TX 8436 4034
DT DE'ZR3ZT HZ 5536 2828

F_RCO ND 5614 5181
HE _ _ " 6339 735C
Hi/ HOUSTaR T'Z 8938 3536
HN _ AL 7267 2535
DI 21_D_LZ$ DI 6272 2992
ZO ZOkikCl_Y _ 6315 3971
IT _ NY 4798 199C
JK JA_CIq_LL£ FL 7642 i276
KS KANSAS CZTY .H::) 7249 4210
KH ](E2_E2_ $PCC_ FL 7919 0880
LZ LZNON,N NE 6823 4674

_ _ 8504 8606
LA LZ:_6_ C_ 9213 7878
HE) _M:)ISCI_ _ 5890 3798
HZ HT.N_ _ 8351 0527
_:' _LZ$ _ 5781 4525
NO NEHCflLETdgS _ 8484 2631
NY HI. YORK NY 4997 1406
h? NCRPOLK V_ 5936 1198
::_ CkM(_ _ 6811 2303
PH PHZT_D_ PA 5251 1458
PT P_ PA 5621 2185
FO PORI"L,M_ CR 6799 8914
PR _ NJ 5120 1436
P4, RALE:ZC_ gC 6344 1434
SL SALTLI_ UT 7576 706E
SD SAN D_ C]_ 9468 7629
b'T SAN FRM_C2SCO GD, 8492 8719
S[ SF.AZT_ k_. 6336 8896
ST ST 1._1_$ 14_ 6807 3483
SC b"1:AZ_OOLL_O_ PA 5360 1933
TL _ _ 7876 1715
ru 'I'UCSCN _. 9342 648C
IL _ ZL 6371 3336
h'Z _ ZSZ.1M_ID _ 5657 1249
IX: _ DC 5622 1583
WS HHZT£ _ NH 9132 5742

EXHIBIT 12-5. 1996 IRN Major Access Points

Page 12-15



ig96 IRN LINKS

ID CITY - A ST ID CITY- B ST CAPACITY

AB _ h_ HU HOUSTON TX 565M

AT ATIANTA CA C_ COUJMBIA SC 90M

AT ATLANTA GA TL TALLAHASEE FT.. g0M

AU AUSTIN TX DL DALLAS TX 90M

BD BOULDER CO AB ALB_ )_4 90M

BD BOULDER CO SF SAN FPANCI SO0 C% !G

BI BILLINGS MT C7 C:-IEYENNE WY 90M

BI BILLINGS Mr FR FARGO ND 90M

BO BOSTON MA NY NEW YORK NY IG

CB OD_US OH DT DETROIT MI g0M

C_ CRI<3kGO IL IL URBANA IL IG

Ol C14I(3SO IL OR OAK RIDGE TN 565M

CH CHICASO IL LI LINCDLN NE IG

04 CHIOkOO IL DT DETROIT MI 90M

CH CIqICAGO IL ST ST iCtUS MD 90M

CL CLXVEIAND C_ CB COU/MBUS OH 90M
OD CO_IA 5C RL RALEIGH NC 90M

CY _ WY BD BOJLDER CO 90M

DC I_IIINGTO_ DC PT PITTSBUR_ PA IG

DC WASHINGTON DC NF NORFOLK VA 565M

DC WASHINGIDN DC WI k(ALLDPS ISLAND VA g0M

FR FARGO ND MP MINNEAPOLIS )fq 90M

HE HELENA MT BI BILLINGS MT 90M

DIN HUNTSVILLE AL OR OAK RIDGE TN 90M

HU HOUSTON TX OR OAK RIDGE TN 565M

HU HOUSTON TX NO NEW ORLEANS LA 911M

IN INDIANAPOLIS IN CH O(ICa_C)D IL g0M

IT ITHAO% NY NY NEW YORK NY IG

KN KENNEDY SPC CTR FL MI MIAMI EL 90M

LA LOS ANGELES Ok SD SAN DIEGO Ok IG

LI LINCOLN NE HU _ TX IG

LI LINCOIJl NE BD BOULDER CO 1G

LI LINCOLN NE IO IOk(A CITY IA 90M

MD MADISON WI Ol CH!C_D IL 565M

MP MINNEAPOLIS _ MD MADISON WI 565M

NO NEW ORLEANS iA TL TAI/AHASEE FL 90M

NY NEW YORK NY DC _ DC IG
NY NEW YORK NY FT PIT'I_GH PA !G

OR Ck%K RIDGE TN TL TALIAHASEE FL 565M

PO PORTLAND OR SE S_ WA 90M

PT Plr_B_ PA CL CLEVEIAND CH gOM

PT PITTSBUR(_ PA C_ CHI(3_O IL IG
RALEIGH _ _ NtDRFOT.K _ g_

SC STATE COLLEGE PA PT PITTS_ PA 90M

SD SAN DIEGO 0% AB _ I_4 565M

SE SFA/TIX WA HE HELD_ Mr gOM

SE SEAITLE k(K SF SAN FRANCISCO CA 565@4

SF SAN FRANCISCO CA LL _ Ok IG
SF SAN FRANCISCO C% LA LOS ANGELES C% IG

SL SALT LAKE UT BD BOULDER CO 90M

ST ST LO/IS I_D KS KANSAS CITY MD 9_M

TL TAI/AHASEE FL KN KENNEDY SPC CTR FL 565)4

TUCSON _ W_ _ SANDS NM 90M

EXHIBIT 12-6. 1996 IRN Links & Capacity
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2. Some of the 1991 T3 links have been increased to 564/274 Mbps links.

3. All 1991 T1 links have been increased to 564/274 Mbps links.

4. The capacity of all links added to connect the ten new major

points was either 90 Mbps or 45 Mbps.

access

12.3.4 2000 IRN Links And Topology

The 2000 IRN links are listed in Exhibit 12-8. The major access

points and connectivity for the 2000 IRN are identical to those for the

1996 IRN. The only changes that were made were in the link capacities

(again denoted by M or G for Mbps and Gbps respectively).

The 2000 IRN topology is depicted in Exhibt 12-9. This topology map

looks identical to the topology map for the 1996 IRN. However, the link

capacities have been increased in the following manner:

I. All 1996 1 Gbps links have been increased to 5 Gbps links.

2. All 1996 564/274 Mbps links have been increased to I Gbps links.

3. All 1996 90/45 Mbps links have been increased to 564/274 Mbps links.

12.3.5 2010 IRN Links And Topology

The 2010 IRN links are listed in Exhibit 12-10. Again, the major

access points and connectivity for the 2010 IRN are identical to those for

the 2000 IRN. As before, the only changes that were made were in the link

capacities (again denoted by M or G for Mbps and Gbps respectively).

The 2010 IRN topology

again looks identical to the topology map for the 2000 IRN, and as

the link capacities have been increased in the following manner:

1. All 2000 5 Gbps links have been increased to 25 Gbps links.

2. All 2000 1 Gbps links have been increased to 5 Gbps links.

3. All 2000 564/274 Mbps links have been increased to l Gbps links.

is depicted in Exhibt 12-II. This topology map

before,
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YEAR 2000 _ LINKS
i , r i. I i .....

ID CITY - A ST ID CITY - B ST CAPACITY.

AB AL_ h_M HU HOUSTC_ TX IG

AT ATLANYA GA CO COI/RBIA SC 565M

AT ATIANTA GA TL"_ TAI/AHASEE FL 565M

AU AUSTIN TX DL DALLAS TX 565M

BD BOULDER CO AB AL_ MM 565M

BD BOULDER CO SF SAN FRANCISCO C% 5G

BI BILLINGS Mr cY C_"fENNE WY 565M

BI BILLINGS Mr FR FARGO ND 565M

]3O BOSTU_ MA NY NEW YORK N7 5G
CB CO_ OH DT DETROIT MI 565M

C:4 CHICASO IL IL URBANA IL 5G

C_4 C-IIf3_O IL OR OAK RIDGE TN IG

C_ CHICAGO IL LI LINCOLN NE 5G

(_4 CHIC_SO IL DT DETROIT MI 565M

(_ (_4IC%GO IL ST ST LOUIS MD 565M

CL CLEVELAND OH CB OO_S CH 565M

03 CO_IA SC RL RALEIGh4 NC 565M

CY C_m/E_E WY BD BOULDER CO 565M

DC W%,_ENGTON DC PT PITTSBURGH PA 5G

DC _"HINGTON DC _ kDRFOLK VA IG

DC M%SKINGTON DC Wl _%LIDPS ISLAND VA 565M

FR FARGO ND MP MINNEAPOLI S _ 565M

HE HELENA MT BI BILLINGS MT 565M

HN HUNTSVILLE AL OR OAK RIDGE TN 565M

HU HOUSTON TX C_ OAK RIDGE TN IG

HU HOUSTON TX NO NEW ORLEANS LA 565M
IN INDIANAPOLIS IN C_ CHI_ IL 565M

IT ITHACA NY NY NEW YORK NY 5G

KN KENNEDY SPC CTR FL MI MIAMI FL 565M

LA LDS ANGELES C% SD SAN DIEGO C_ 5G

LI LINO_LN NE HU HOUSTON TX 5G
LI LINCOLN NE BD BOULDER CD 5G

LI LINCOLN NE IO IOWA CITY IA 565M

MD MADISON WI CM CHICAGO IL IG

MP MINNEAPOLIS ._ MD MADISON WI IG
NO NEW ORLEANS LA TL TALLAHASEE FT., 565M

NY NEW YCSK NY DC M%SHINGTCN DC 5G

NEW _ _ _ PITI"S_t_C_ PA 5G

OR OAK RIDGE TN TL TALLAHASEE FL IG
PO _:RTLAND OR SE S_ _ 565M

PT PITT_ PA CL _ OH 565M

FT PI__4 PA CH C_IIC_30 IL 5G

RL RALEIGH NC NF NORFOLK VA 565M

SC STATE COLLEGE PA PT PITTSBt_{ PA 565M

SD SAN DIEGO C% AB ALSUCUER05_ _4 IG

SE SEATTLE _ HE HELENA MT 565M

SE SFAITLE _ SF SAN FRANCISCO G% IG

SF SAN FRANCISCO C% LL LIVERM:RE CA 5G

SF SAN FRANCISCO CA LA LOS ANGELES CA 5G
SL SALT LAKE UT BD BOULDER CO 565M

ST ST LOUIS M3 KS KANSAS CITY M9 565M

TL _EE FL KN K_qNEDY SPC CTR FL IG

TU TUCS3N AZ WS WHITE SANDS _ 565M

EXHIBIT 124. 2000 IRN Links & Capacity
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YEAR 2010 IRN LINKS

ID CITY -A ST ID CITY - B ST C%PACITY

AB _QUE _4 HU HOUSTON TX
AT ATLANTA CA "_ CO COL/IMBIA SC

AT ATLANTA GA TL TALLAHASEE FL

AU AUSTIN TX DL DALLAS TX

BD BOULDER CO AB ALBUQU_ I_4

BD BOULDER OO SF SAN FRANCISCO CA

BI BILLINGS M_ CY CHEYENNE W7

BI BILLINGS MI FR FARGO ND

BO BOSTON MA NY NEW YCRK NY
CB COL/h4BUS OH DT DETROIT MI

C_4 CHICAGO IL IL URBANA IL

C_ CHIC%SO IL OR OAK RIDGE TN
C_ _ (_%SO IL LI LINCOLN NE

CH CHIC%SO IL DT DETROIT MI

C_ C_ICqX3 IL ST ST i_JIS M3

CL CLEVELAND OH CB CO_ OH

CO OOLI_4BIA SC RL RALEI_{ NC

CY CREYENNE WY BD BCI;LDER CO

DC _ DC PT PITTSBUR(_4 PA

DC M%gHINGTON DC NF NORFOLK VA

DC WASHINGTON DC WI WALLOPS ISLAND VA
FR FARGO ND MP MINNEAPOLIS
HE HELENA Mr BI BILLINGS MT

HN HUNTSVILLE AL OR OAK RIDGE TN

HU MCUSTC_ TX OR OAK RIDGE TN

HU HOUSTON TX NO NEW ORLEANS LA

IN IND_LIS IN C_ C_I_ IL
IT ITHA(_ NY NY NEW YC_K NY

KN KENNEDY SPC CTR FL MI MIAMI FL

LA LOS ANGELES C_ SD SAN DIEGO C%

LI LINCDL'_ NE HH HOUSTON TX
LI LINCOL_ NE BD BCXg./3ER CD

LI LINCOL_ NE IO IC_A CITY IA

MD MADISON WI C_ CHI(_%GO IL

MP MINNEAPOLIS MN MD M_DISON WI

NO NEW ORLEANS iA TL TAI/_EE FL

NY NE'W YORK NY DC _ DC
NY NEW YORK NY PT PITTSBUR_ PA
OR OAK RIDGE TN TL TAI/AHASEE FL
K) _3RTLAND OR SE SEATTLE

PT PITTSBURGH PA CL CI_ OH
PT PITTSBUR_ PA C_ CMIC_O IL
RL RALEIGH NC NF N_RFOLK VA

SC STATE COLLEGE PA FT PITTSBUR_ PA

$D SAN DIEGO (3% AB _

SE SEATTLE M% HE HELENA Mr

SE SEATTLE M% SF SAN FRANCISCO C_

SF SAN FRANCISCO C_ LL LIVERMA_ C_

SF SAN FRANCISCD CA LA LOS ANGELES C%

SL SALT LAKE UT BD BOULDER CO
ST ST LOUIS MD KS KANSAS CITY MD

TL TALLAHASEE FL KN K_WED7 SPC CTR FL

TU TUCS_ AZ WS WHITE SANDS

5G

IG

IG
IG

IG

25G

IG

IG

25G

IG

25G

5G

25G

IG

IG

IG

IG

IG

25G

5G

IS

IS
iS

IG

5G

IG

IG

25G
IG

25G

25G

25G

IG
5G

5G

IG

25G
25G

5G

IG

iS

25G

IG

IS

5G

iS

5G

25G

25G

IG
IS

5G

IG

EXHIBIT 12-10. 2010 IRN Links & Capacity
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SECTION 13

ESTIMATES OF CURRENT AND FUTURE

IRN COSTS

13.1 OVERVIEW

Once the definitions of the current and future nationwide integrated

computer research networks were developed, it was possible to estimate the

current and future circuit costs of the IRN. The definitions of the IRN,

along with current and future cost models and databases, were used to

estimate circuit costs for each of the benchmark years.

13.2 METHODOLOGY

As noted earlier in Section 2, the major activities conducted to

estimate the current and future costs of the IRN included:

1. Convert area code and exchange information to V & H coordinates.

2. Develop average cost per mile for various T1 links.

3. Develop cost model for current IRN costing.

4. Estimate circuit costs of current IRN.

5. Develop 1991 IRN Database.

6. Estimate 1991 IRN circuit costs.

7. Develop cost model for 1996, 2000 and 2010 IRN.

8. Estimate circuit cost of IRN for 1996, 2000, and 2010.

First, the approach used to estimate circuit costs for the various

benchmark years was developed. The approach used to estimate current IRN

costs and the 1991 IRN costs was different from that used to estimate IRN

costs for 1996, 2000 and 2010. The major reason for using different

approaches is that it was assumed that in 1989 and 1991 the IRN would not

be integrated from a cost point of view, but would be in 1996 and beyond.

In 1989 and 1991 the trunking requirements for each of the selected

networks were costed individually. For each of the benchmark years, 1996,
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2000 and 2010, the trunking requirements of the total IRN were costed.

The first step in estimating Current IRN circuit costs was to

determine the V (vertical) and H (horizontal) coordinates of each major

access point. The V and H coordinates then were used to determine the

mileage between any two of the access points.

Next, a sample of the major access point area codes and exchanges were

used to obtain real tariff data from the Network Analysis Center in Great

Neck, New York for 56 Kbps and TI services. This sample of real tariff

data was used to develop the average circuit cost per mile for various link

distances. It should be emphasized that these costs pertain to circuit

costs and do not include costs associated with the end user interface

equipment.

Given the mileage between any two access points on the Current IRN and

the average cost per mile for various 56 Kbps and TI links, a Current IRN

cost database was developed. This cost database reflected the Current IRN

definition and included the Current IRN cost model that was based on

current tariff costs and IRN link distances. The database then was used to

calculate the current costs of each link on the IRN and the total cost for

the entire Current IRN.

To estimate the circuit cost of the 1991 IRN, the Current IRN cost

database and cost model were modified to reflect the 1991 IRN definition

and the costs of T3 links. To estimate the costs of T3 links, it was

assumed that carriers would price future circuit offerings as they had done

in the past. That is, the increase in price, for example, from a DS0 to a

DS1, was used to estimate the increase in price from DSI to a DS3. The

increase in price from a DS0 to a DS1 which offers 24 times the capacity of

a DS0 has been about a factor of six. Therefore, the ratio of capacity

increase to cost increase is about four (i.e., 24/6 - 4). That is: New

Price = (Capacity Increase/4) X Lower Speed Price. Therefore, the increase

in cost from a TI to a T3 which offers 28 times the capacity of a TI would

be about a factor of seven. Or, T3 Price ,, (28/4) X TI Price. The

estimated circuit costs of each network in the 1991 IRN and the total cost

for the entire 1991 IRN were then calculated as done for 1989.
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To estimate the future IRN circuit costs for 1996, 2000 and 2010, new

price models and new price databases were developed. For the new price

models, prices of higher speed links were estimated in the same manner as

noted above for estimating the price of T3 links from TI link prices. Given

these estimates of higher speed links, an IRN cost model was developed for

each of the benchmark years of 1996, 2000 and 2010. An IRN price database

then was developed for each of these benchmark years using the definitions

of the IRNs developed for each of these years and the estimated future

circuit prices of the various link speeds and distances. Then, these price

databases were used to estimate the IRN costs for 1996, 2000, and 2010.

13.3 FINDINGS

The findings obtained from the activities conducted to estimate the

current and future circuit costs of the IRN are presented in terms of the

link costs and total costs for each of the selected benchmark years. These

results are presented below.

13.3.1 Current (1989) IRN Circuit Costs

The V & H coordinates for each city and the mileage between each

city-pair for the Current IRN are shown in Exhibit 13-1. The city-pairs are

listed in the same order as they were listed in earlier exhibits listing the

Current IRN links.

The circuit cost per month for each city-pair link and for the total

Current (1989) IRN are shown in Exhibit 13-2. Again, the city-pairs are

listed in the same order as they were listed in earlier exhibits listing the

Current IRN links.

The concept of a "Megabit Per Second Mile" (MM) was developed to

provide a measure of network efficiency across benchmark years. An MM

refers to the movement of one Megabit Per Second of traffic one mile; that

is, an MM is a Mbps Mile. The number of MMs is indicated for each city-pair

link. For Example, in Exhibit 13-2, for the first entry, (capacity = .056

Mb) * (miles = 860) = 48.16 MMs.
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HILEAOE REcK_RT L_IN_ V & H CCORDZ2_kTES
u -" ' '

IP CITY - A ST Vl HI ID crY'- B

i ii

ST V2 H2

r

HILES

I iii

(ZI_ACIT

AD _ NH 8.549 5.887 LL
AB _ NH 8.549 5.887 LL
AB _ NM 8.549 5.887 KS
AB AI./P.X3I._QOE . NH 8.549 5.887 KS
AB ALBUOJERO_ NH 8.549 5°887 KS
AB _ NH 8.549 5.887 LL

LOS _ HH 8.549 5.887
AB LOS ALAH_ NM 8.549 5.887 KS

_ _ _ 8.549 5.887 BD
AU AUSTIN _X 9.005 3.996 DL
BD BOULDER OO 7.456 5.961 t.K)
BD BOULDER CO 7_456 5.961 DC
BD BOULDER CO 7.456 5.961 SL
ED BOULDER O0 7,456 5.961 DC
BD BSL_.DER CO 7.456 5.961 K)
BD BDULDER CO 7,456 5.961 HI
BD BCLrLDER CO 7.456 5.961 TU
BD t_ULDER CO 7,456 5.961 DT
BD 8CULDER O0 7.456 5.961 PC)
BD BOULDER CO 7.456 5.961 PO
BD D_ CO 7.456 5.961 LA
E) _ _ 4,422 1,249 )_TY
BO C:M_RIDC;E _ 4,422 1,249 PR
CR _(3_O ZL 5.986 3.426 SE
O_ CHIGe_O ZL 5.986 3.426 DT
CH Ch'ICtZX) ZL 5.986 3.426 DT
C_ CSECAO3 IL 5,986 3.426 SF

C_C_30 ZL 5.986 3.426 !_
CH CHZC_30 2L 5,986 3,426 BZ)
CH CHIC_LD IL 5.986 3.426 TL
CPI QCZCkOD IL 5.986 3.426 2L
r_ QTZ(ZkOO IL 5.986 3.426 LZ
CH CHIGe_O IL 5.986 3.426 BO
PC _ DC 5,622 1,583 HY
D(3 t@3HI_J-'TCN DC 5.622 1,583 AB
DC _NGTON DC 5,622 1,583 LL
DC _ IX: 5.622 1.583 LL
DC 1_._4ZNO"I_N DC 5,622 1,583 LL
DC _HZNGTCN DC 5.622 1.583 HN
DC _R.[22_rc_ PC 5.622 1.583 HU
DC kF..RdINGTON DC 5.622 1.583 WI
DC _ DC 5.622 1,583 1¢L
DC _ DC 5,622 1,583 CL
DC Wk.RTINGroN DC 5.622 1.583 KN
DC tC.SHZNGTCN DC 5.622 1.583 IA
DC HRSHZNG1Z_ DC 5,622 1.583 W_
CC t@.SHING'ZON DC 5.622 1.583 W_
IX: _ DC 5.622 1.583 LA

K_qr_ crIY

_CTI7
CITY

RI_
_4_ISO_

CI_ 8.504 8.606
(_ 8.504 8.606
KS 7.249 4.210
KS 7.249 4.210
KS 7.249 4.210
(_ 8.504 8.606
TX 9,005 3,996
KS 7,249 4,210
CO 7,456 5,961
_X 8,436 4,034
WI 5.890 3.798
DC 5.622 1,583

SALT LAKECITY LIT 7.576 7,065

V_ODS l'_I.Z
MIAMI

AI_/ARBOR
COm/ALZS

_S
I.C6 N_ZI,i_
)_W YORK

LANS_
_k'I,D

DC 5,622 1,583
_k 4,422 1,249
FL 8.351 527
AZ 9,342 6,480
HZ 5.536 2.828
OR 6,799 8,914
OR 6.799 8,914
(_k 9.213 7.878
NY 4.997 1.406
ICY 5,120 1,436
_k 6.336 8.896
HI 5.536 2.828
HI 5.536 2.828

SAN FRRNCZSCO (_k 8,492 8.719
HRDISQN
DI_ER
TALLN'P_Sl_
LR.BANA
LZNCOLN
(3HBRIDGE
N_,_ YORK

I.IRTSt_U..E
I.rlt_"IX_

WZ 5,890 3,798
CO 7,456 5.961
FT.. 7.876 1,715
IL 6,371 3.336
NE 6.823 4.674

4.422 1,249
NY 4,997 1.406
NId 8.549 5.887
_k 8,504 8,606
Gk 8.504 8.606
Ck 8,S04 8.606
AL 7,267 2,535
"D{ 8.938 3,536

HkIZOPS ISLIRD VA 5,657 1.249
VSI_LOPS ISLAND VA 5.657 1.249
CLK'v'ELqND OH 5,574 2,543
(_£I(_DY FL 7.919 880
T./_ANb'ELES _ 9.213 7,878

_ NM 9,132 5,742
SANDS NH 9.132 5,742

O_ 9.213 7,878

860 56
860 1544
67I 56
671 56
671 56
86O 56
615 56
671 56
346 56
180 1544
844 224

1.501 224
351 56

1.501 224
1.772 224
1.742 224

619 56
1.162 224

957 1544
957 224
822 1544
188 1544

229 1544

1.733 1544
237 1544
237 1544

_.852 56
121 1544
927 1544
806 56
125 1544
475 1544
848 1544
205 1544

1,646 56
2.401 56
2,401 56

2.401 56
601 56

1.217 56
106 56

106 1544
304 112
760 168

2.292 56
1,572 224
1.721 56

2.292 224
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DC
DC WASHINGTC_
DC _._.{IHO'/ON
DC _SHINGTCI_
DC
DC
DC
DC _SHINGTC_
DC
DC
DC

DC _HINGTON
DC I_r]INGTON
DC _SHINUTC_
DC Ke_._4INGTC_
IX: W_

DC W_
IX:

IX:
DC WASI_
DL RIC_._K3N

0T N_ ARBOR
DT ANN ARBCR
I-_ I.IL_SVILLE

I-IN HUNTSVILLE
I@I HUNTSVILLE

I._LLE

I-_LLE
I-_ ERYAN
HU I._
HU I_STON
HU HOUSTON

HU HOUSTON

HU I._

HU HOUSTON
IL URBANA

11
11 I_

DC 5,622 1,583
DC 5,622 1,583
DC 5,622 1,583
DC 5,622 1,583
DC 5,622 1,583
IX:: 5,622 1,583
_X3 5,622 1,583
DC 5,622 1.583
DC 5,622 1.583
DC 5,622 1.583
DC 5,622 1.583
DC 5,622 1,583
DC 5,622 1,583
IX: 5,622 1,583
IX: 5,622 1,583
IX: 5,622. 1,583
DC 5,522 1,583
DC 5,622 1,583
DC 5,622 1,583
DC 5,622 1.583
IX: 5,622 1.583
TX 8,436 4,034
MI 5.536 2,828
MI 5,536 2,828
AL 7,267 2,535
AL 7,267 2,535
AL 7.267 2,535
RL 7.267 2.535
AL 7.267 2.535
TX 8,938 3.536
TX 8,938 3,536
TX 8,938 3,536
IX 8,938 3.536
TX 8,938 3.536
TX 8,938 3,536
TX 8,938 3,536
TX 8.938 3,536
'D( 8.938 3,536
IL 6.371 3,336
11 6,371 3,336
1l 6.371 3,336

IN ZI_ZN_LIS IN 6.272 2,992
IO ICYaG%CITY

IT ITHA(_
IT ITH_J_

IT ITHAC%
IT ITHR(_

IT
KS KANSAS CITY
KS KANSAS CIIT

KS KANSAS CIT7
LA LOS N_GELES
LA LOS ANGELES

IA 6.315 3.971
NY 4,798 1,990
NY 4,798 1,990
NY 4,798 1o990
NY 4,798 1,990
NY 4.798 1.990
KS 7,249 4,210
KS 7,249 4.210
KS 7,249 4,210
C_. 9.213 7,878
(_ 9.213 7,878

I.A L%RSTOW (_ 9.213 7.878
BO (_MERIDGE MA 4.422 1.249
FIR PRZNCEK_ N3 5.120 1.436
b_ SAN FRRHCZSO0 GIL 8.492 8,719
SF SAN FRANCZSOO (_ 8.492 8.719
SF SRN_SOO G_ 8,492 8.719
l_J HOIJ$1%_ _ 8.938 3,536
IA PRSADI_ l, C_ 9.213 7,878
IA PJI_I_DE_5, G_ 9,213 7,878
I A _ (_ 9,213 7.878
HI/ HIRTS'v'ZI/_ AT. 7,267 2,535
IO/ O_°£K]_I_DY FL 7.919 880
PI_ HLITrSVILLE AL 7.267 2.535
HI] H_USTC_ TX 8,938 3,536
}¢1 HOUSTC_ _X 8.938 3,536
PH _ DE 5,251 1,458
NF NC@,FOLK VA 5,936 1.198
HI/ _ _X 8,938 3,536
I@l GM:_EI(_'@_DY FL 7,919 880
NY NIDWYCI_ NY 4,997 1,406
WZ _ ISLAND VA 5,657 1.249
TL TAIIAI']P_S I_- FL 7,876 1,715
C_ _ OH 5.972 2,555
PR _ N3 5,120 1.436
I(N (3PEK]_REDY FL 7.919 880
HU HCUSTCN
IX: VP_R_G'IX_

HZ
AU

HN _LLE
MiZTE

AU
AU AUSTIN
BD BOU_
kU AUSTIN

TX 8.938 3.536
IX: 5.622 1.583
FL 7.919 880
FL 8,351 527
TX 9,005 3.996
TX 8,436 4.034
AT. 7.267 2.535

NM 9.132 5.742
9.005 3,996

TX 9.005 3.996
OO 7.456 5,961

9.005 3,996

IOl _ 14_'_NEDY FL 7.919 880
_-I _'IIG_O I'L 5.986 3,426
IN B_0CMINGTC_ IN 6.272 2,992
MD _ WI 5.890 3,798
CB _ OH 5.972 2.555
IL LRBANA IL 6,371 3.336
NY N_e/YCI_K NY 4.997 1.406
NY N_#YCI:_K NY 4,997 1.406
NY _WYCRK NY 4,997 1.406

DC _ IX: 5,622 1.583
PT PITI'b"_.RGH PA 5.621 2.185
LL _ _ 8,504 8.606
LL _ (_ 8.504 8,606

AS _ NM 8.549 5.887
AS LC6J_J_6 NM 8.549 5.887
I_I I_I4TSPZIZ_ J_ 7,267 2.535

2.292 56
394 56
165 1544

2.432 1544
2.432 112
2.432 224
1,217 1544
2.292 448
2.292 280
2.292 224

601 1544

760 672
601 512

1,217 56

1,217 2048
124 56
157 56

1.217 56
760 280
205 56
106 56
754 1544

163 1544
459 1544
563 2048

616 168
601 672
563 56

722 56
147 1544
224 56
616 56

700 56
147 1544
147 56

899 1544
147 56
900 1544

125 1544
113 1544
211 56

168 1544
202 1544
195 1544
195 1544
195 1544

291 1544
267 1544

1,446 56
1.446 1544
671 1544

664 1544
1.798 56
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LA LOS ANGELES (Z% 9.213 7,878

LA LDS ANGELES C_ 9.213 7.878
LA lES A_-'ELES (3% 9.213 7.878

LA LOS ANGELES .Ok 9,213 7,878

LA _ ANGELES C_ 9,213 7,878
LA SOS ANGELES C_ 9,213 7,878
LA LOS ANGELESO (_ 9,213 7.878

LA PASADENA Ok 9,213 7,878
LA PASADD{A C_ 9,213 7,878
LA PASADDZA C_ 9,213 7.878
LA P_AI:)_, _ 9,213 7,878
LI _U4 NE 6,823 4,674

LI LINC_I_ 1_ 6.823 4.674
LI LINCDU_ NE 6.823 4.674
LI LINCOIJ4 NE 6,823 4,674
LL _ (:_ 8. 504 8,606
LL _ ok 8,504 8.606
LL _ _ 8.504 8,606
LL L_ ok 8,504 8,606
MP AUAREAPOLIS HN 5,78i 4.525

HP bIDRFAPOLI S PIN 5,781 4,525
_F Ar_'OLK VA 5,936 1. 198
N7 LCRG ISLAND N7 4,997 1,406
N7 NEW YQRK t_' 4.997 1,406
CR OAK RIDGE TN 6,811 2,303
OR OAK RIDGE TN 6,81i 2.303
PR PRIN_ _U 5.120 I.436

PR PRIN_ NJ 5,120 1,436

PR PRINCETCN ?LI 5,120 1. 436
PR PR!NcE'rcR NJ 5,120 1,436
PR FRINCETON N3 5. 120 I. 436

PR PRINCETC_ I_U 5,120 i. 436
PR PRINCETC_ ALl 5.120 i.436

PR PRIN_ ALl 5. 120 i.436
PR PRINCET_ N3 5. 120 I. 436
PR PRINC'EI'C_ _ 5. 120 1,436
PR PRINC'ErcN N3 5. 120 1.436
PR PRINCETCN ALl 5,120 1. 436
PR PR_ NJ 5,120 1.436
PR PRD#CETCR NJ 5.120 1. 436
PT PI_G-I PA 5.621 2. 185
PT P!T'r_c]_I PA 5. 621 2. 185
PT PITTSBUR_-I PA 5,621 2,185
PT PITT53t_GH PA 5,621 2,185
PT PI_ PA 5,621 2,185
PT PI_ PA 5.621 2.i85
SD SAN DIEGO ok 9. 468 7. 629
SD SAN DIEGO ok 9,468 7.629

SD SAN DIEGO C% 9,468 7,629
SD SAN DIEGO C_ 9.468 7.629
SD SAN DIEGO CIm_ 9.468 7.629

SD SAN DIEGO C_ 9,468 7,629
SD SAN DIEGO C_ 9,468 7,629

SD SAN DIEGO C2% 9,468 7,629

SD SAN DIEGO Ok 9,468 7,629

5F SAN _SCD ok 8,492 8.719
HU I_t_TCN l'Z 8,938 3.536

BE) BCXILDER (30 7.456 5.961
SD SAN DIEGO ok 9,468 7.629

SF SAN FRANCISCO _ 8,492 8,719
11/ _ AZ 9,342 6,480

DC _M_TIM3RE _ 5,622 1,583
_ ISLAND "IX 8,938 3.536

IX: _ DC 5,622 1,583
IL tRBANA IL 6,371 3,336

KS _ KS 7,249 4,210
IO IOW_CITY IA 6,315 3,971
BD B3J-I.D_R (30 7,456 5,961
SF C_<IAND ok 8,492 8,719
PR _ N3 5,120 1.436
LA Y.E6 ANGELES ok 9,213 7,878
AB _ _ 8,549 5,887
IO IOk_CIT7 IA 6.315 3,971
h_) A_DISCN WI 5,890 3.798

TL T..ALI_RASSEE FL 7,876 1.715
BO C3_IDGE _ 4.422 1.249
IT _ NY 4.798 1,990
C_ CRI(3_O IL 5.986 3.426

TL _MZAHASSEE FL 7.876 1,715
TO _ AZ 9,342 6,480

NF NCRFOLK VA DC 5,936 1.198

MY I_WTCRK N7 4.997 1,406
CH CHI<_GO IL 5.986 3,426

LDNG ISLAND A_' 4.997 1.406
BD EOLDER (30 7,456 5.961
SC SI]m_TECOLLEGE PA 5.360 1.933

PH R-EIADELPHIA PA 5,251 1.458
BO OkHBRIDGE b_ 4.422 1.249

BO ClbmRIDGE _,_ 4,422 1.249
N7 NEW_K:RK _ 4,997 1,406
NY Y_W_DRK MY 4.997 1.406
BO N_/HAV_N CT 4,422 1,249
BO _ Mi% 4.422 1.249
SC SIAIECOLLEGE PA 5,360 1,933
PR PR_ NJ 5.120 1,436
IL LRBAm_ IL 6,371 3,336
CL CLEVEIAND C{_ 5,574 2,543

PH R-IIlADELR{IA PA 5,251 1.458
DC _ IX: 5,622 1,583
LA IJ3SNK;EL_ ok 9,213 7,878
LA _ID£ ok 9,213 7,878
LA LOS ANGELES _ 9,213 7,878
LA LO6ANG'ELES ok 9,213 7,878

_ I"X 8.938 3.536
ST I_ENLOPARK 0% 8,492 8.719
LA SAN_Ea_i_A ok 9.213 7,878

113
113
350

1.376

822
113
350
444

2.292
1.376
2.292

447
199
274
454

36
2,507

321
860
243
232

635

188
i95
441
385

2.080
269

40
686

40
1,610

175
42

229
229

40
40

229
229
115
285
434
114
258
190
1!3
113
113
113

1.305
463
113

56
56
1544
56
56
1544
I544
56
56
168
672
56
56
56
1544
56
1544
56
1544
1544
1544
1544
1544
1544
1544
1544
1544
1544

1544
1544

1544
1544
1544

1544
1544

1544
1544

1544
1544

1544
1544
1544
1544
1544

1544
1544

1544
56
1544
1544
1544
1544
56

EXHIBIT 13-1. Current (1989) IRN Mileage Report

(Continued)

Page 13-6



SD SAN DIEGO C_ 9.468 7.629 SE SEA_I.E _ 6.336 8.896 1.068 56
SD SAN DIEGO G_ 9.468 7.629 SF _ _, 8.492 8.719 463 56
SD SAN DIEGO O. 9.468 7.629 _ _ _t_ 9.213 7.878 113 56
SD SAN DIEGO (_ 9.468 7.629 SL SALT LAKECITY tit 7,576 7,065 624 56 --
SD SAN DIEGO C_ 9.468 7,629 SL SALT LAKE CITY tiT 7,576 7.065 624 56

SE SEATTLE _ 6.336 8.896 SD SAN DIEGO (_ 9.468 7.629 1.068 1544
SE SEATTLE Mlk 6.336 8,896 SF MmW.D PARK (_ 8,492 8.719 684 1544
SE SEATTLE _I_ 6.336 8.896 PO PORTLAND CR 6.799 8.914 147 56

SE SEA2TI_ _ 6.336 8.896 PO CrRVALLIS CR 6,799 8,914 147 56 --
SE SEATTLE $_ 6.336 8.896 PO _ CR 6.799 8.914 147 56
SF SAN FRANCISCO C_ 8.492 8,719 LA PASADE2_A (_ 9,213 7.878 350 448

SF SAN FRANCISCO (_ 8.492 8,719 LL _ (_ 8,504 8.606 36 1544

ST SAN FRANCISCO C_ 8.492 8.719 BD BOULDER CO 7.456 5.961 932 56 --
SF SAN FRANCISCO (_, 8.492 8.719 DC MRSHIZ_GTON DC 5.622 1.583 2.432 336
SF SAN FRANCISCO (_ 8,492 8,719 LA LOS_ O. 9.213 7.878 350 56

57 SAN FRANCISCO _I_ 8.492 8.719 DC KD_4INGTON DC 5.622 1.583 2.432 56
57 SAN FRANCISCO (_ 8.492 8.719 (_ CMICR_30 IL 5.986 3.426 1.852 1544 --
SL SALT LAKE CITY tiT 7.576 7.065 SF I_NLOPARK _ 8,492 8,719 598 1544

SL SALT LAKE CITY UT 7,576 7,065 BD BO[]LDER (X) 7,456 5.96I 35I !544
SL SALT LAKE CITY UT 7,576 7,065 _ Q-IXO_O IL 5,986 3,426 1.256 1544

WI MIJ/.OPS ISLAND VA 5,657 1,249 _ MOUSTQN TX 8,938 3,536 1.265 1544 __
WI MI_LDPS ISLAND VA 5,657 1,149 _ I_DJ)ISCI_ WI 5,890 3.798 809 224
WI k_IZ)PS ISLAND VA 5.657 1.249 }_J lfXISTCR TX 8.938 3.536 1.265 224
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COST pc_ ML'_,.'%_- C%LCJLATED BY, U_=?:G ._I EST__'ATED K:_'EmAGE

.....

ID CITY - A ST !D C3TY - R ST

CC_T pc_ MILE FOR _ VARIOUS SERVICY.S

CAPACIT: MII2,_ MM CCST

AB _ NM LL L_'VE;_£1_E

AB __ _ LL LIVERMCRE CA

AB _'E _ KS F%NSAS CITY .v_

AB _'E_, ._L'E NM KS F_2,'SASCIT7 ._

AB _ F_4 KS FANSAS CITf KS

AB _ _ LL IIVERMORE C_

AB _ ALAMDS NM AU AUSTIN TX

AB LOS ALAMOS NM KS U%WRD_'E KS

AB 5OS AiAM_ NM BD BCIA.D_ <30

AU AUSTIN TX DL RI_-L_RD_

BD BOULDER CO MD YADISON W'/

BD BOJLDER CO DC _ DC

BD BOtrLDER CO SL SALT LAKE CITY UT

BD BOULDER O0 DC M)_}_INS'fON DC

BD BOULDER CO BO WOOOS MOLE

BD BX_D_R CO MI _!AMI FL

BD BOULDER CO TU TUCSON AZ

BD BOULDER CO DT ANN ARBCR MI

BD BOULDER CO PO CORVALIS OR

KD BCtrLDER CO PO CDRVAI//S OR.

BD D_ CO LA LO_ ANGELES C_

BO BOSTON M_ NY NEW YORK N7

BO C_bI_RIDGE I_k PR FR_ NJ

C_I CHI(_MGO IL SE SEATTLE

C_4 (RIC%SO IL DT LANSING MI

<_ CHIC3/JO IL DT L/TC_FIELD MI

C_ CHI(_GO IL SF SAN FRANCISCO C%

<=4 _II_%SO IL MD MADISON W1
(_4 Q-_(=%SO IL BD D_ CO

C_ CHIC_EO IL TL TAI/AHASSEE FL

CH _(_£K) IL IL LRBARA IL

C_ CMI(_D_O !L LI '.24COU_ NE

C!4 _IC_O IL BO _IDGE MA

DC _ DC NY NEW YO_K NY

DC _ DC AB _ NM

DC _WGnvDN DC LL _ <_

DC _SHINGTC_ DC LL L_ <_

DC Ma_qI_E'fON DC LL _ C_

DC _ DC I_ ._./VlT_LLE AL

DC __I DC HU ._JST_
DC WASHINGTON DC Wl _%LIDPS ISLAND VA

DC '4kSI_NUT_ DC WI _q.LOPS IS!._"_D '4'2%

DC _" DC CL _ C_

DC _ DC _ _EPE K_ FL

DC _ DC LA LOS ANGELES C_

DC M_SHINGT.ON DC WS WHITE SANDS

DC _ DC WS ",_-rrrESANDS

DC _ON DC LA 8A_'TCW C_

56 860 48.16

1544 860 1,327.84

56 671 37.58

56 671 37.58

56 671 37.58

56 860 48.16

56 615 34.44

56 671 37.58

56 346 19.38

1544 180 277.92

224 844 189.06

224 !.501 336.22

56 351 19.86

224 1,501 336.22

224 1.772 396.93

224 1,741 390.21

56 619 34.66

224 1.162 160.29

1544 957 1.477.61

224 _57 Z14.37

1544 822 1.269.17

1544 188 290.27

1544 229 353.58

1544 1,733 2.675.75

1544 237 365.93

1544 237 365.93

56 1.852 103.71
1544 121 186.82

i544 927 1.431.29
56 @06 45.14

1544 125 193.00

1544 475 733.40

1544 848 1.309.31

1544 205 316.52

56 !.646 92.18

56 1.401 134.46

56 2.401 134.46

56 2.401 134.46

56 601 33.66

56 1,217 68.15

_6 106 5.94

1544 106 163.66

112 304 34.05

168 760 127.68
56 2.292 128.35

224 1.572 352.13
56 I._21 96.38

224 2.192 513.41

2,950.00

14.300.0f

" 477.5C

o.477 =_

2.477._C

2.950.00

2.337.50

2,477.50
1.555.00

4,100.00

9.174.00

14.758.50

1,677.50

14,758.50

17,062.00

16.807.00

2,347.50

II.877.0_

15,755.00

10,134.50

13.730.C0

4,220.00

4,835.00

27.395.00

4.95500

4.955.00

5,430.00

3,215.00

15.305.00

2.815.00

3,275.00
8.525.00

14..2C._

4.475.00

4,915.00

6.S0Z.5_

6,802.5_

6.801.50

2.Z02.5C

3._42._
I,C65.CC

2,990.0C

2.588.00

6._40.00

6.530.0C

1_.362.00

5.102.50

2!.482.00
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DC

IX:

DC

DC

DC

DC

DC

DC

DC

DC

DC

DC

DC

DC

IX:

DC

DC

IX:

IX:

DC

DC

DL

DT

DT

HN

HH

hU

HH

lILY

HU

IL

IL

!L
IN

IO
IT

IT
IT

IT

IT
KS
KS

KS
LA

LA

M_.WaI%b"rCN

Mt_-IINO'K_

M_SKINSTCN
MILmDNGTCN

M_._-IINSn'CN

ieLSKINGTCN

MI_ING93N

M_Rm_U'TCN

W_,q4INSn'C_

le_4D,b-'/CN

_e_qa2_'TCl_
_RINGTC_

M_SHINGTC_

RICHARDSCR
A_R ARBQR

Ne_ ARBOR
llmTSVn/,z

HtRTSVILLE
.MLI_'SVIU, E

_a,TSVILLE
Huwr_D_LE

m_"fAN
HCUSTCR

HCUST_;

HDLS"I_

HOUSTCN
HOUST_

HOLtS'r_
.qOJST_

URBANA
LRBN_

LRBA_
IND_LIS

IOWP, CITY

i'n_

_CITY

CITY
_r-_m CIT7
IES ANGELES

LOS ANGELES

DC LA BARSTCW CA

DC BO CAI_RIDGE
DC PR PRINCETCN HJ

IX: SF SAN FRANCISCO CA

DC SF SAN _$CO CA

IX: SF SAN FRANCISCO CA

IX: E3 _ IX
DC LA PASADenA CA

IX: L% PASADENA CA

DC hA iCI4_OC CA
DC _l _ AL

DC _I (3_E K_DY

IX: _ E2a'SV11LE At
IX:: _3 _ IX

DC _ _ TX
IX: PM WILMINS"B_ DE

DC NF NC_FOLK VA
DC _ MO_'TCN IX

DC KN CAPE I<E_D7 FL

DC N7 NEW 7C_K N7
DC WI M_/DPS ISLAND VA
IX TL _%iLA}.D_S'.:_ FL

M/ CB COLL_._I2S CH
MI l:_ _L_NC_N NJ

At _T (:_PE KD_EDY FL
AT. HU _ IX

AL DC _%S-D]qG'T_ DC
At DI ORLANDO FL

At MI MIAMI FL
IX AU AL_TIN IX

IX DL _ IX
IX _ HLRTSVILLE AL

IX WS WHITE SANDS NK
IX AU AD'STIN IX

IX AU AUSTIN IX

IX BD BOULD_ CO

TX AU AUSTIN IX

TX KN CAPE K_'

IL C4 _HIG_DO IL

IL IN B_ IN

IL MD MILMM_EE ',41

IN C_ CO_ C_

IA 11 tRBANK 11.

NY N7 NEW YORK NY

NY NY NEW YCRK N7

APt NY NEW 7CeX NY

NY DC _ DC

NY PT P_ PA
KS LL _ CA

KS LL _ CA

KS AS _ ._M
CA AS iOS 'ALAM3S
CA )_4 _TSVILLE AL

56 2.292 128.35

56 394 22.06

1544 165 254.76

1544 2.432 3,755.01

112 2.432 272.38

224 2.432 544.77

1544 1.217 1,879.05

448 2,292 1.026.82

280 2.292 641.76

224 2.292 513.41

1544 601 927.94

672 760 510.72

512 601 307.71

56 1.217 68.15

2048 1,217 2,492.42

56 124 6.94

56 157 8.79

56 1,217 68.15

280 760 212.80

56 205 11.48

56 106 5.94

1544 754 1,164.18

1544 163 251.67

1544 459 708.70

2048 563 1,153.02
168 616 103.49

672 601 403.87

56 563 31.53

56 722 40.43

1544 147 226.97

56 224 12.54

56 616 34.50

56 700 39.20

1544 147 226.97

56 147 8.23

1544 899 1.388.06

56 147 8.23

1544 900 1,389.60
1544 125 193.00

1544 113 174.47

56 211 11.82

1544 168 259.39

1544 202 311.89

1544 195 301.08

1544 195 301.08

1544 195 301.08
1544 291 449.30

1544 267 412.25

56 1.446 80.98

1544 1.446 2.232.62

1544 671 1,036.02

1544 664 1,025.22

56 1.798 100.69

6.530.00

1.785.00
3.875.00

37,880.00

12.144.00

22.672.00
19,655.00

35.780.00
26.466.00

21,482.00

10,415.00

12,800.00

10,415.00

3,842.50

29.482.50

1,110.00

1.192.50

3,842.50

10.380.00

1.312.50

1.065.00

12.710.00

3,845.00

8,185.00

14.767.50

5,604.00

10.415.00

2,207.50

2,605.00

3,605.00

1,360.00

2,340.00
2,550.00

3,605.00

1,167.50

14,885.00

1,167.50

14,900.00
3,275.00

3.095.00

1.327.50

3,920.00

4.430.00

4,325.00

4,325.00

4,325.00
5.765.00

5.405.00

4.415.00

23,090.00

11,465.00

11.350.00
5,295.00
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_A
hA
hA
hA
hA
hA
hA
hA
LA
hA
LA
LI
hi
LI
LI
LL
LL
LL
5L

MP
NF
N7

OR
OR
PR
PR
RR

R_
PR
m_
PR
PR

PR
PR
PR

Fr
Fr
_r
PT
PT
PT
$D
SD
SD
SD
SD
SD
SD

LOS_
LDS ANGELES
LC_ ANGELES
LOS ANGELES
LO_ ANGL:IES
LO6_
LDS_
PASADERA
PASADENA
PASADERA
PASAD_
LINGOLN
LDIGOL_
LINGOL_
LINCOLN

_LDREAPOLIS
NORPOLK

REH 7CRK
OAK RIDGE
OAK RIDGE
PRINCETON
PRINCETON
PRINCETC_
PRINCETC_
PP3RCETCt4
PRINCEI"C_
PRINcErc_
.%_IHCETC_
PP/NCETCN
PRINCETON
PRINCEIZ_
PRINCE'I"CN
PP/NCETC_
PRINCETON
PITTS"BLRGH

PI_
PITTS"BL_GH
P_GH
PI_
SAN DIEGO

DIEOO
SAN DIEGO
SAN DIEGO
SAN DIEGO

DIED
DIEGO

C_ SD SAN DIEGO C_
C_ SD SAN DIEGO C_
C% SF SAN FRANCISCO C_
CA I_ H_tFFI_N TX
CA BD BOtruDER CO
(_ SD SAN DIEGO (_
G% SF SAN _$GO CA
CK TU TUCS3N AZ
(_ DC BALTDrRE _D
C_ E3 1-13US'K_ISLAND TX
CA DC _ DC
NE 1l LRBAHA IL
RE KS LANRDICE KS
RE IO I(_ CITY IA
NE BD BCULDER CO
CA $F (_(IAND CA

CA IA i_S ANSTL_ CA
CA AB _ NM
MN IO IO_ CITY IA
MN MD M%DISCN WI
VA TL TALLAHASSEE FL
N7 BO CR_RIDGE M_
N7 IT _ ICY
TN CH CHI(_%SO IL
TN TL TAIIAHASSEE FL
K_ I"4 Tt)CS3N AZ
N3 NF NCRFOIX VA DC
_U N7 NE_ YORK ICY
N._ CH C_IC_GO IL
N,T N7 _ ISLAND
N3 BD BOLDER CO
NJ SC _ COLLEGE PA
NJ _4 _¢ILADELPHIA PA
N3 BO _ .'_
N3 BO (_RIDGE
N3 NY REW YCRK N7
N3 N7 REW YORK NY
NJ BO NE_ HAVe; CT
N3 BO AMHERST M%
PA SC S']3.TE ODLLEG_ PA
PA PP. PRINC_'CN
PA IL LRBA_ IL
PA CL CLEVELAND C_
PA PH PHILAD_ PA
PA DC _SHI_GTCR' DC
C% hA LCS_ C_.
C% hA _ID£ C_
C% hA iDS ANGELES C%
CA hA _DS_ CA
CA HU _ IX
<_ SF _ PARK C_
CA hA SAN"_. BARBARA

56 113 6.33
56 113 6.33
1544 350 540.40
56 1,376 77.06
56 822 46.03
1544 113 174.47
1544 350 540.40
56 444 24.86
56 2,292 128.35
168 1,376 231.17
67Z 2,292 1,540.22
56 447 25.03
56 199 ii.14
56 274 15.34
1544 454 700,98
56 36 2.02
1544 2,507 3,870.81
56 321 17.98
1544 860 1,327.84
1544 243 375.19
1544 232 358.21
1544 635 980.44
1544 188 290.27
1544 195 301.08
1544 441 680.90
1544 385 594.44
1544 2,080 3.211.52
1544 269 415.34
1544 40 61.76
1544 686 1.059.18
1544 40 61.76
1544 1.610 2.485.84
1544 175 270.20
1544 42 64.85
1544 229 353.58
1544 229 353.58
1544 40 61.76
1544 40 61.76
1544 229 353.58
1544 2/9 353.58
1544 115 177.56
1544 285 440.04
1544 434 670.10
1544 114 176.02
1544 258 398.35
1544 190 293.36
1544 113 174.47
56 113 6.33
1544 113 174.47
1544 113 174.47
1544 1,305 2.014.92
1544 463 714.87
56 113 6.33

1,082.50
1,082.50
6,650.00
4,240.00
2.855.00
3,095.00
6.650.00
1.910.00
6,530.00

10,544.00
35,780.00

1,917.50
1,297.50
1,485.00
8.210.00
890.00

39,005.00
1,602.50
14,300.00
5,045.00
4.880.00
10,925.00
4.220.00
4,325.00
8.015.00
7,175.00
32,600.00
5,435.00
2.000.00
II.690.00
2.000.00

25,550.00
4,025.00
2.030.00
4,835.00
4.835.00
2,000.00
2.000.00
4,835.00
4,835.00
3,125.00
5,675.00
7.910.00
3.110.00
5,270.00
4,250.00
3,095.00
1,082.50
3,095.00
3,095.00
20.975.00
8,345.00
1.082.50

EXHIBIT 13-2. Current (1989) IRN Circuit Costs

(Continued)
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SD SAN DIEGO

SD _ DI_

SD _ DI_QD

$D SAN DI_

SD SAN DIEGO

SE SFATI'LE

SE SF_I'IIE

SE_'TLE

_F SAN FRANCISCO

WX _ ISLAND

SE _TI_

SL _LT _ _ UT

PC) _ 0F

PO _ OR

_:_ IA L0S N_'EIJ_

C_{ _{I_0 IL

BD _OJI_R CO

D_ _l C_I_0 IL
VA RJ _ IX

56 1.068 59.81

56 463 25.93

56 113 6.33

56 624 34.94

56 624 34.94

1544 1.068 !.648.99

1544 684 1.056.10

56 !47 8.23
56 147 8.23

56 I47 8.23
448 350 156.80

1544 36 55.58

56 932 52.19

336 2,432 817.15

56 350 19.60

56 2,432 136.19

1544 1.852 2,859.49
1544 598 923.31

1544 351 541.94

1544 1,256 1,939.26

1544 1,265 1,953.16

224 809 181.22

224 1.265 283.36

3.47O.0O
1.957.50

1.082.50

2.360,00
2.360.00

!7,420.00
II.660.0_

t. I67.50
1.167.50

I,I67.50

6,650.00
1,940.00

3.130.00

33.200.00

1.675,00
6.880.00

29.180.00
10.370.00
6,665.00

20,240.00

20,375.00

8,876.50

12,752.50

$I.ml 146824 133.734 85.529,58 1.417.122.00
II

EXHIBIT 13-2. Current (1989) IRN Circuit Costs

(Continued)
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The total Current IRN monthly cost of about 86,000 MMs, was estimated

to be about 1.4 million dollars.

13.3.2 1991 IRN Circuit Costs

The circuit cost per month for each city-pair link and for the total

1991 IRN are shown in Exhibit 13-3. The city-pairs are listed in the same

order as they were listed in earlier exhibits listing the 1991 IRN links

and as they were listed in Exhibit 13-2 which showed 1989 IRN costs.

City-pair circuit cost changes, from 1989 to 1991, occurred only where the

increases in the NSFNET backbone link speeds caused IRN city-pair link

speed increases, and therefore link cost increases.

The total 1991 IRN monthly cost of about 661,000 MMs, was estimated

to be about 2.4 million dollars. That is, compared with 1989, almost

eight times as much traffic is expected to be moved in 1991 at less than

twice the 1989 cost.

13.3.3 1996 IRN Circuit Costs

The circuit cost per month for each city-pair link and for the total

1996 IRN are shown in Exhibit 13-4. The city-pairs are listed in the same

order as they were listed in earlier exhibits listing the 1996 IRN links.

The total 1996 IRN monthly cost of about eight and one-half million

MMs was estimated to be about 6 million dollars. That is, compared with

1991, about thirteen times as much traffic is expected to be moved in 1996

for only about two and one-half times the 1991 cost.

13.3.4 2000 IRN Circuit Costs

The circuit cost per month for each city-pair link and for the total

2000 IRN are shown in Exhibit 13-5. The city-pairs are listed in the same

order as they were listed in earlier exhibits listing the 2000 IRN links

and as they were listed in 13-4 which showed 1996 costs.

The total 2000 IRN monthly cost of about 35 million MMs was estimated

Page 13-12



:99! _

I - • -a

,'-_ CI%'_"- A ID

- i, It

ID C=T7 - E ST C_PACITY (KB) ._-TLES MM OOST

AS _ NM LL

AS ._mEtm_q_ ._ LL

AB ALRtF/]ER_'E ._4 KS

AB ALSt_t/_..q]E f_M _i$

AS _ _4 KS

AS _ NM U.

AS LDS AZ$,MDS NM At/

AS LOS_ NM KS

AB LOS_ NM ED

gJ AUS'I"]2_ TX DL
BD BCULDE_ CO 1_

BD EOJLDER CO DC

BD BCULDgR OO SL
BD gXTL,D_R OO DC

BD ETJLDE_ CO BO
BD BOULDER CO 1_

BD IgTJT,DE_ CO 112
BD _LrLDE_ CO DT

ED BOULDER CO PC)

BD ECULDER CO P_
BD DENVER CO LA

BO BOSTON _ /¢7

BO C3MBRIDGE MA PR

(Dl C:41CKGO IL S[

CH C4IC;_O If, DT

CH _(3_O IL DT

CH CHICKGO IL SF

CHIC_O IL _D

CH C4IC%OO IL BD

(Dl CHIC_X) IL TL

C4 <34_C_30 IL IL

C_I <_-I!CBK30 IL LI

C_ CH!OkOO IL BO

CK_ _ DC NY

D¢ _ DC AS

DC _ DC LL

DC _ DC LL

DC _ DC LL

DC _ DC /_

DC _._ DC MI/

DC _._ DC W1

DC _ DC Wl

DC _ D¢ CL

D¢ _ DC EN

DC _._INOTC_ DC WS

DC _ D¢ W_

DC _ D¢ L_

0C _ DC T_

L_ CA
".T/K_ERE CA

Y,A,K'SA3 C:TY KS
"_L_533 C_TY KS

_ CTTY KS
L_ CA

AUST]2_ IX

LAkRDg'E KS
I_ULDE_ CO

RIQ-IARDSON • TX
_DIS_N WI

M_{If_'TC_ DC

SALT LAKECITY UT

W;_-UNS'IDN DC

WOODS IDLE f4_

MIAMI ?t

TU(mK_ AZ

Af_ ARBOR M/

CO_TALIS OR

_aVALL/S OR

LOS ANGEL_ CA

NEW 7ORK N7

PRINCETCN f_U

SEATTLE

LANSING MI

L/TO,FIELD MI

SAN FRANCISCO CA

M_DISC_ WI

DDIVER CO

TALLAHASSEE r'.

URBA_A IL

L_NCOLN NE

_RIDGE FA

N_4 YQEK N7

ALSUOUm_UE NM

CA

L_ CA

CA

Mt_TSVILLE AL

NCttSTC_

WALLOPS ISLAND VA

M%LLOPS ISLAND VA

OH

K_ED7 Ft,

UgS AN6ELES CA

WMITE SANDS NM

M41TE_ SA_I)S

CA

BARSTOW CA

56

1544

56

56

56

56

56

56

56

1544

224

224

56

224

224

224

56

224

1544

224

1544

1544

1544

44M

1544

1544

56

1544

44/4

56

1544

44M

1544

1544

56

56

56

56

56

56

56

1544

112

168
56

224
56
224

58

860 48.[6

860 1.227.84

671 _7.58

671 ?7.58

671 37.58

860 48.16

615 34.44

671 37.58

346 19.38

180 277.92

844 189.06

1,501 336.12

351 19.66
1,501 338.22

1.772 396.92

1,742 390.2I
619 34.66

1.!62 250.29

957 1.477.61

957 214.37

822 1.269.17

188 290.27
229 253.58

1.733 77.527.49
237 365.93

237 385.93
1.852 i03.7i

121 186.82
927 41,470.27

806 45.14

125 193.00

475 21.249.60

848 1.309.31

205 3!6.52

1,646 92.18
2.401 134.46

2,401 134.46

2.401 134.46

601 33.66

1.217 5_.I5

106 _.94

196 15_.66

304 34.05

750 !27.68
2.292 i28.35

1.572 352.13
1.572 88.02

2.292 _i_.41

,.29_ ....

2.950.0£

14.300.00

2.477.5_

2,477,5C

2.477.50

2,g50.0C,_

2.337.50

2,477.50

1.665.00

4.100.00

9,174.00_

14.758.50

1,677.50

14.758.50

17,062.00

16,807.00--

2,347.50

:1.877.00

15,755.00

I0.134.50_
13.730.00

4.220.00

4,835.00

!58.970.00

4.g5_.00--
4.955.00

5,430.00

3,215.00

86.430.00

2.815.00 _-

3,275.00

45,750.00

14.120.00

4.475.00
4,915.00

6.802.50

6.802.50

6.802._0

2,302.50 ,.

Z.842.50

:.065.00

2,990.00

2,588.00
5.540.00 _-

6.530.00

I_.36_.00

4.730.00

21.482._C

6.520.00 --

EXHIBIT 13-3. 1991 IRN Circuit Costs
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DC
DC
DC
DC
DC
DC
DC
DC
DC
DC
DC
DC
DC
DC
DC
DC
DC
DC
DC
DC
DL
DT
DT
HN
HN
HN

_U

HU
HU
_J
HU
_U
_J
IL
EL
IL
IN
IO
IT
IT
IT
rT
IT
KS
KS
KS
LA
:A
LA

W;_-HNGTU_

_SUNO-rCN
_RUNUTC_

_aS_NBTC_

_UNGTU_
_S4DErC_
RI_4ARDSC_
;t_;ARBOR
h'_ ARIK_
hlRTSVILLE
HLRTS_LLE
HUNTSVILLE
HtRTSVILLE
Ht_r5-v-_LLE
BRYAN

MOUSTC_

HOUSTC_

HOUST_
Bxs"rcN
hUJSTCN
URBA_
LRBA_
LRBANA
!NDIANA;_LIS
IO_ CITY

ITr_ok

KA_r_ASCIT7
KANSAS CITY
KANSAS CITY
LOS ANSTLES
U_S A_'%lES
LOS ANGELES

DC B3 _IDGE M_
DC PR _ N3
DC SF SAN FRANCISCO ok
DC SF SAN R_"I SCO ok
DC SF SAN FRANCISCO Ok
DC EJ M0tS"TON TX
DC IA PASADE_ ok

DC _ _ ok

I_ I_ <_Y_ I_IE_ FL
0C I._ _
DC _ _
DC HU _
DC _ _'ON DE

DC WI M%LICPS ISIAND VA
IX TL _SEX FL
MI CB CO_ C_
MI PR PRINCETCN N3
AL KN CAPE _ FL
AL _ _UST_ TX
AL DC M_SHIAb"I_ DC
AL KN CRIANDO FL
AL MI MIAMI _-u
IX AU AUSTIN TX
TX DL II%LIAS TX
IX _ _¢rsvn/z AL
IX WS WHITE SANDS NM
IX AU AUSTIN TX
TX AU AUSTIN "IX
TX BD BOULDER CO
'IX AU AUSTIN TX
IX KN C_PE KD_EDY FL
IL _ _(_D IL
IL IN B_ IN
IL l_D MI_ WI
IN CB CO_ OH
IA IL LRBANA IL
N7 NY NE_ 7C_ NY
N7 NY NEW 7C_K NY
NY NY NEW YORK NY
NY DC _ DC
N7 _T PI_ PA
KS LL _ ok
KS LL _ ok
KS AB Anm_Um_
<_ AB LOS ALAM_ NM
ok _ HtnVrSVlllE AL
ok SD SAN DIEGO ok

56
44M
1544
112
224
44M
448
280
224
1544
672
512
56
2048
56
56
56
280
56
56
1544
1544
44M
2048
168
672
56
56
1544
56
56
56
1544
56
44M
56
1544
1544
1544
56
1544
1544
1544
1544
1544
44M
44M
56
1544
1544
1544
56
56

394
165

2,432
2.432
2,432
1.217
2,292
2,292
2,292

601
760
G01

1,217
1.217

124
157

1,217
760
205
106
754
163
459
563
616
601
563
722
147
224
616
500
147
147
899
147
900
125
113

211
168
202
195
195
195
291
267

1.446
1,446
671
664

1.798
113

22.06
7,381.44
3,755.01

272.38
544.77

54,443.71
1,026.82

641.76
513.41
927.94
510.72
307.71
68.15

2,492.42
6.94
8.79
68.15

212.80
11.48

5.94
1,164.18
251.67

20,533.82
1,153.02

103.49
403.87

31.53
40.43

226.97
12.54
34.50
28.00
226.97
8.23

40,217.66
8.23

1.389.60
193.00
174.47

11.82
259.39
311.89
301.08
301.08
301.08

13.018.18
11,944.51

80.98
2,232.62
1,036.02
1,025.22

100.69
6.33

1.785.00
17.850.00
37,880.00
12.144.00
22,672.00

112.530.00
35.780.00
26,466.00
21,482.00
10,415.00
12,800.00
10,415.00

3,842.50
29,482.50

1.110.00
1,!92.50
3.842.50
10,380.00
1,312.50
1,065.00

12.710.00
3,845.00
44.310.00
14.767.50
5,604.00
10,415.00
2,207.50
2,605.00
3,605.00
1,360.00
2,340.00
2.050.00
3,605.00
1.167.50

83.910.00
1.167.50
14,900.00
3,275.00
3,095.00
1,327.50
3,920.00
4,430.00
4,325.00
4,325.00
4,325.00

29,190.00
27,030.00
4.415.00

23,090.00
1!.465.00
!1.360.00
5.295.00
1,082.50

EXHIBIT 13-3. 1991 IRN

(Continued)
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LA
LA
'.A
LA
L%
_A
LA

LA
LA
LI
LI
LI
LI
LL
LL
LL
LL

NF
NY
NY
OR
OR
PR
PR
R_
PR
RR
PR
PR
FR
PR
PR
_R
PR
RR
R_
PT
PT
PT
;,r
FT
;'7
SD
SD
SD
SD
SD
SD
SD
SD

LOS_
LDS ANGELES
[..C_ANGEt_
1..O5ANGELT.S
LC6 ANGELES
LC6 ANGELESO
PASADE'_
PASADENA
PASADENA
PASADD,1A
r...IN(_LN
_LN
_L,N
LINCOU,/

MIt,REAFOLIS
MINNEKF_L!S
NCRFOU_
LONG ISLAND
NEW 7CRK
C_K RIDGE
C_%KRIDGE
PRINETT_
PRINCETC_

PRINCETON
PRINCETCN
PRINCETON
PRINCX33N
PRINCZTON
R_ETC_
FRINCETON
PR_
FRINCZTCN
RR/NCET_

P_
PI_
P_
PITTSmm_
PI_
SAN DIEGO
SAN DIEGO
SAN DIEGO
SAN DIEGO
SAN DIEGO
SAN DIEGO
SAN DIEGO
SAN DIEGO

<_ SD SAN DIEGO <_
(3% SF SAN FRANCISCO 0%
C_ _IJ H_b'TON _X
C_ BD BOULDER CO
G% SD SAN DIB30 CA
<3_ SF SAN FRANCISCO (_
CA TU TUCSON AZ
CA DC BAZZITERE _)
(3% E3 MOUSTC_ ISLAND %:(
(_ DC M_._INGTCN DC
NE IL URBANA IL
NE KS _ KS
NE IO IO_ CITY IA
NE BD BOULDER CO
(_ SF • C_GAND C%
C_ RR _ N3
C% LA _36 ANGELES CA
CA AB _ _I
MN IO IOM% CITY IA
MN I,D M%DIS(_ WI
VA TL TALLAHASSEE FL
N7 BO CNu_K_IDGE M%
NY IT REME NY
TN CH (_I(_GO IL
TN 11 TALLKHASSEE FL
N3 TU TUCSCN AZ
N3 NF NCRFOLK VA DC
NJ N7 NER 7ORK NY
N3 CR CHIG_GO IL
N3 NY LGNG ISLAND NY
N3 BD BOLDER CO
r_U SC S'I:KTECOU.ZGE PA
N3 ;'M R_IILADEIR41A PA
N3 BO (3_RIDGE MK
NJ BO _DGE M_
NJ N7 NEW YORK NY
NJ NY NE_ YORK I_
I_U BO NE_ I-_ CT
N3 BO _
PA SC S_%TE COLLEGE PA
PA PR _ N3
PA IL LRBANA IL
PA CL _ CH
PA Rt R-IILAD_ PA
PA DC _ DC
CA I.A __ CA

CA L% LOS ANGEL_ CA
CA LA LOS AWGELF.S CA
CA _ HEX/STON TX
CA SF _ P_K CA

$E SEATTLE

56 113 6.33
1544 350 540.40
56 1,376 77.06
56 822 46.03
1544 113 174.47
1544 350 540.40
56 444 24.86
56 2,292 128.35
188 1,376 231.!7
672 2,292 1,540.22
56 447 25.03
56 199 11.14
56 274 15.34
44M 454 20,310.14
56 36 2.02
1544 2.507 3,870.81
56 321 17.98
1544 860 1,327.84
1544 243 375.19
1544 232 358.21
1544 635 980.44
1544 188 290.27
1544 195 301.08
1544 441 680.90
1544 385 594.44
1544 2,080 3.ZII.52
1544 269 415.34
1544 40 61.76
1544 686 1,059.18
1544 40 61.76
1544 1,610 2,485.84
1544 175 270.20
1544 42 64.85
1544 229 353.58
1544 229 353.58
1544 40 61.76
1544 40 61.76
1544 229 353.58
1544 229 353.58
1544 115 177.56
4424 285 12,749.76
44M 434 19,415.42
1544 I14 176.02
1544 258 398.35
1544 190 293.36
1544 113 174.47
56 113 6.33
1544 113 174.47
1544 113 174.47
44M 1,305 58,380.48
44M 463 20.712.77
56 113 6.33
56 1,068 59.81

1,082.50
6,650.00
4,240.00
2,855.00
3,095.00
6,650.00
1,910.00
6,530.00

10,544.00
35.780.00

1.917.50
1.297.50
1,485.00

43,860.00
890.00

39,005.00
1,602.50

14,300.00
5,045.O0
4,880.00

10,925.00
4,220.00
4,325.00
8,015.00
7,175.00

32,600.00
5,435.00
2,000.00

11,690.00
2,000.00

25,550.00
4,025.00
2,030.00
4.835.00
4.835.00
2.000.00
2.000.00
4,835.00
4,835.00
3,125.00

28.650.00
42.060.00
3,110.00
5.270.00
4.250.00
3,095.00
1,082.50
3,095.00
3,095.00

120.450.00
44,670.00
1.082.50
3.470.00

EXHIBIT 13-3. 1991 IRN Circuit Costs

(Continued)
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SD SAN DIEGO
SD SAN DIEGO
SD SAN DIEGO
SD SAN DIEGO
SE SEATTLE
SE SEAZTL£
SE SEATTLE
SE SEATTLE
SE SEATTLE
SF SAN FRANCISCO
SF SAN FRANCISCO
SF SAN FRK_CZSCO
SF SAN FRANCISCO
SF SAN FRANCISCO
SF _ _SCO
$F SAN FRANCISCO
SL SALT LAKE CLT7
SL SALT LAKE CITY
ST, SALT LAKE CITY
WT _ZDPS ISLAND
WI _LIDPS ISLAND
WI kP_LOPS ISLAND

CA 57 CN_M_D CA
CA LA IRVD_ CA
C_ SL SALT ZA_ CITY LTT
C_ $L SALT LAKE CITY LIT

SD SAN DIEGO Ce_
k_ 57 t_RtO PARK CA
k_ PO P(_TLAND OR

PO OCRVRZ/_S OR
PO _ OR

CA LA PASADENA CA
CA LL _£ CA
CA BD BOJLDER <30
CA DC _ DC
CA LA LDS A_IF.S CA
CA DC K4_NGTCR DC
CA C_ CHIG"_O IL
UT 57 PE)FU_ PAJ_ CA
b'T BD B3UT_ CO
UT CR Q41CN30 1_
VA _ _ I"X
VA MD P_DISC/q WI
VA HU HOUSTQ_ TX

56 463 25.93
56 113 6.33
56 624 34.94
56 624 34.94
44M 1,068 47,778.05
44M 684 30,599.42
56 147 8.23
56 147 8.23
56 147 8.23
t48 350 156.80
1544 36 55.58
56 932 52.19
336 2,432 817.15
56 350 19.60
56 2,432 136.19
I544 1,852 2,859.49
44M 598 26,752.13
44M 351 15,702.34
44M 1,256 56,188.42
1544 1.265 1.953.16
224 809 181.22
224 1,265 283.36

1.957.50
1,082.50
2.360.00
2.360.00
99,120.00
64,560.00
1,167.50
1,167.50
1,167.50
6,650.00
1,940.00
3.130.00

33.200.00
1,675.00
6.880.00

29,180.00
56,820.00
34,590.00
116.040.00
20,375.00
8,876.50

12,752.50

sum
I I

133.385 661.302.57 2.446,474.50

EXHIBIT 13-3. 1991 IRN Circuit Costs

(Continued)
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1996 _ CO_T

ID CITY - A

,isl-- i , _ u .... []

ST ID CITY - B ST <_AC2TY MILES MM CC_

AS A_ NM

AT _

AT _ GA

AU AUSTIN TX

BD KIEDER CO

_ CO

El _ Mr

BO KEK_ M_

CB C0UlQUS OR

C_IQ_X) IL

CH CHIO_D IL

CK _ IL

C_IQ_GO IL

CR C_I(_OO IL

CL _ OR

CO _IA F_

Cf _ WY

DC _ D¢

DC _ DC

IX: _ DC

FR _ ND

_ Mr

_l_ _ AL

HU _ D(

HU _ IX

]2tl ]21DZAI_LZ$

IT _ NY
lOl K]_IIEZff SPC CTR FL

LA LC6_ (_

LI LI_ NE

LI LIRC_ NE

LI L_ NE

MD MN)ISON WI

MP M]_IEAPOLIS MN

NO _ ORLEANS tA

N7 _ _#.K N7

NY _KRK NY

OR C_K RIDGE TN

PO _ OR

PC P_ Pill
PC P_ PA
._ RBLI_GH NC

SC 5"J_ COt_ m'_r PR

SD S_II D_ _,
b'[ _ Wk

S_ SEA2T_

SF S_N _N_CI SOD

St SN2 T..aJ_ T.,'T
ST _" LOI.._S 14:)

TUCSON

H[X/ST_N TX 565M 754

CO COLU_IA SC 90M 193

TL TAL/A_EE FL 90M 233

DL _ TX 90H 180

AB _ NM 90M 346

SF CAN FRANCISCO _ !G 932

C7 <3"_rTD0_E W7 90M 368

FR ?AROO ND 90M 565
NY NEW YORK N7 IG 297

DT DETROIT HI 9CM 163

:L LRBN_ IL IG 125

"JR _ RIDGE TH 565M 441

LI LINC_L_ HE IG 475

D¢ DETROIT HI 9CR 237
ST ST LDL_S HO 90H 260

C_ COLU_ OR 90M 126

RL RALEI_4 HC 90M 183

_D BOJLD_ CO 9OH 80

FT PITTS_t_ PA IG 190

NF NCR._LK VA 565M 157

WI _LIDPS ISLAND VA 9CM 106

P_ _L/S HN 90M 214
B2 BILLINGS _E 90M 178

CR C_ RIDC_ _N 90M 162
OR Ct%KRIDGE TN 565M 777

NO NEW ORLEANS LA 9(]4 320
C_ CHICAGO IL 9C_4 164

NY HEW YO_K NY iG 195
HI MIAMI FL 90M 176

SD SAN DIEGO C% IG 113

HU HDUb'I_ _X IG 759

BD ECULDER CO 1G 454

IO IOk_ CITY IA 90M 274

_4 CKIC_GO IL 565M 12I
P_%DISON WI 565M 232

TL TALLkHASEE FL 9OM 348

DC HASdZNGT_ IX: 1G 236

PC PITTSBLRG4 PA IG 207

TL _AIIA_kS_ FT. 565M 385

SE SEATTLE k_ 90M 147

CL CtEVEIAND OH 90M 114
CK C_[IC_GO IL IG 409

_r I_LK VA 90M 149

PT PITtSl_I PA 9(:!4 115

AB AL_ HM 565M 623

F_ HELD_ HI" 90M 489*
SF SAN _SCO (_ 565H 684

LL _ C_ IO 36
LA LC_ ANG_.,ES C_ IG 350

BD _CUI.DER CO 90M 351

._ KAN",d_S CITY MO 90M 269

K_ SPC CIR FL 565M 264
W_ _{ITE SANDS HM 90M 440

426.010.00

17.408.60
21.016.60

16.236.00
31.209.20

1.053,160.00
33,193.60

50,963.00

335.610.00
14,702.60

141,250.00
249.165.00

536.750.00

21,377.40
23.452.00

11.365.20

16,506.60

7,216.00

214.700.00

88,705.00

9.561.20
19.302.80

16.055.60

14.612.40
439,005.00

28.864.00

14.792.80
220.350.00

15.875.20

127,690.00
857,670.00
513.020.00

24,714.80

68,365.00
131,080.00

31.389.60

266,680.00

233.910.00

217.525.00
13.259.40

I0,282.80
462.170.00

13.439.80
10.373.00

351.995.00

44.107.80
386.460.00

40,680.00

395.500.00

31.660.20

Z4.263.80
149.160.00

39,688.00

343.800.00
34.766.00

41.246.00

32.660.00

59.552.00

508.280.00

63.116.00
95.030.00

165.380.0C

29.906.00

72.500.00

202.950.00

261,500.00

41.894.00

45.620.00
23.912.00

33.146.00

16.460.00
!07.600.00
15.150.00

20,672.00

38.168.00
32.336.00

29,744.00
354,150.00

55,340.00

30.068.00

110.300.00
32.012.00

66,020.00
414,860.00

250.160.00

47,888.00

58.950.00

108,900.00

59,876.00

132.440.00

116,780.00

177,750.00

27,314.00
21,968.00

225,860.00

27.638.00

22,130.00
284,850.00

82,718.00

312.300.00
24.440.00

_94.000.00

60.362.00

47.078.00
123.300.00

74.780.30

$1m_ 16,166 8,533.500.00 5.919,620.00
i

EXHIBIT 13-4. 1996 IRN Circuit Costs
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YEAR 2OO0 FT_O_CI_
=..m i i

ID C_TY - A ST ID CITY - B ST CPIP,kcrcY Hit ;'_ COST

AE AL_ NM WJ

AT ATT._ G_ TL
AU AL_I"Z2q TX DL
ED BOL/LDE_ CO AB
BD BOULDER 03 ST
BZ 81_ MZ CY

BO B0_ _ N7
C_ ODLL_. OH DT
C_ C_ZC_ r'- IL

C_ _,,IZC_O ZL LI
_C_D IL DT

CH _00 ZL ST
CL _ OH CB
CO 03T.IJe_IA SC RL
CY _ WY
i:C _ DC PT
DC V_),,R.[ZNG'I_N DC ,%T
DC _ DC Wl
FR FARGO _D HP

HOUSCQ_ TX CR
RJ PIOUSIXT¢ TX NO
D¢ ]}_ZAHRPOt.Z$ IN OH
IT ITH_ NY NY
KN KDREDY SPC CIR FL HI
LA LC6 ANGELES (_ SD
LI L,DIOOL,'q NE
L/ LZ]CDL,I_ HE BD
L1 LIN_OL_ N_ I0

_LI$ PIN MD
NO _ _ LA TL
NY N_'_ _ DC

PT P_ PA CL
PT PI_ PA (_
RL RALEZGH NC NF
SC _ 03LLE_ PA P¢
SD SAN DIEOO _, AB
b"E FEATTLE _ HE
SE _ _ ST
ST _N _SOO _ LL
SF EaR FRANCISCO (_ LA
5-r.., SALT _ UT BD
ST ST bOUIS NO - KS
TL TALLAHASEE FT..
T'J TUCSON AZ WS

TX IG
COU,I_IA SC 565M

?L 565,'4
DALI.AS TX 565/4
ALS[.OJ]mOUE M_ 56_
SAN _NCISCO C_ 5G
OIEYI:RNE WY 565M
FN_O ND 56514
ND_ YORK NY 5G
DETROIT MI S6_vi
LRBN_ IL 5(;
C_ RIDGE TN IG
LZN03L_ NE 5(;
DETROIT HI 565H
ST LOJ'IS MI3 565/4
COLI,II_ OH 565M
i_I.EI(14 NC 565M
_ULDE_ 03 56,T=H
P_ PA 5(3
HQR,mOLK VA IG
_,LDPS ISIAND VA 565M
HD_RmJ_I/S HN 565M
BI_ M_ 565N
C_K P..IDG_ "IN 565H

RIDG_ TH IG
NE_ _ IA 565M
(_[IGe_O IL 56_4
HE_ YCI_K NY 5G
HIAHI FL 565H
SAN DIEGO (_, 5(3
HOUSTON 'IX 5G
BOULDER 03 'SG
IO_G_CITY IA 565N
OIZC_O IL IG
_DISCN WI iO
"_IAH_m= F'L 565M

DC 5O
P_ PA 5G
ZRLLAHA$_ FT, IG
SEATTT_ _. 565H

OH 565N
C_IC_O IL 5G
NORFOLK VA 565H
PTI"_J_H P_ 56514

NH IG
HI" 56,r_

SAN FRANCISCO _ IG
_ 5G

LC6 N,,h"XLES C_, 5(;
B:IJLDER 03 565M
KANSAS CITY HD 56¢24

sPc CTR FL IG
_ _u, 555H

754
193
233
180
346
932
368
565
297
163
125
441
475
237
260
126
I83

80
I90
157
106
214
178
152
777
320
164
195
176
113
759
454
274
12i
232
348
236
207
385
147
114
409
149
115
623
489
684

35
350
351
7.69
254
440

85Z,020.00
109.045.O0
131.645.00
101,700.00
195.490.00

5,055,168,O0
207,920.00
319,225.00

1,610,925.00
92.095,00

678.000.00
498,330. O0

2. 576,400. O0
133,905.00
146,900. O0
71.190.00
103,395.00
45,200.O0

1,030.560,O0
177.410.00
59.890.00

120.910.00
I00,570.00

91,530.00
878,010.00
180,800.00

92,560.00
1,057,680. O0

99,440.00
612.912.00

4,116,816.00
2,462,496.00

154,810,00
13_;. 730.00
262,160.O0
196,620.00

1. 280.064, O0
I. 122.758. O0

435.050.00
83.055.00
64.410.00

2.218.416.00
84.185.00
54.975.00

703.990.00
275,285.00
772,920.00
195,264.00

1.898.400.00
198.315.00
151.985,00
298.320.00
248.600.00

412.I60.00
91.350.00

109,350.00
85.500.00

160.200.00
2.021,120.00

170,100.00
258,750.00
649,520.00
77.850.00

278.000.00
243,140.00

1,034,000.00
111.150.00
121.500.00
61,200.00
86,850.00
40.500.00

418,400.00
89,780.00
52,200.00

100,800.00
84,600.00
77,400.00

424,550.00
148,500.00
78,300.00

429,200.00
83,700.00

252.080.00
1,647.440.00

988.640.00
127,8OO.00
70,340.00

130,280.00
161.100.00
517,760.00
455.120.00
212,900.00

70.650.00
55.800.00

891,440.00
71,S50.00
56,250.00
341,420.00
224.550.00
374.360.00
85.760.00

764.000.00
162.450.00
_25,550.00
147.560.00
202.500.00

16.166
I=

34,857,562.00 16.137.000.00

EXHIBIT 13-5. 2000 IRN
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to be about 16 million dollars. That is, compared with 1996, about four

times as much traffic is expected to be moved in 2000 for about two and

one-half times the 1996 cost.

13.3.5 2010 IRN Costs

The circuit cost per month for each city-pair link and for the total

2010 IRN are inidcated in Exhibit 13-6. The city-pairs are listed in the

same order as they were listed in earlier exhibits listing the 2010 IRN

links and as they were listed in 13-5 which showed 2000 costs.

The total 2010 IRN monthly cost of about 162 million MMs was

estimated to be about 29 million dollars. That is, compared with 2000,

about four and one-half times as much traffic is expected to be moved in

2010 for less than two times the 2000 cost.

13.3.6 Summary Of Circuit Costs

The monthly circuit costs and the cost per MM for each benchmark

year, as discussed above, are summarized in Exhibit 13-7.

In addition to providing a summary of the circuit costs discussed

above, Exhibit 13-7 also presents a summary of the monthly circuit costs

for the benchmark years 1996, 2000 and 2010, assuming that the IRN does

not become integrated. These costs were developed so that the cost

implications of not integrating the IRN could be determined. The detailed

cost tables for the non-integrated IRN for 1996, 2000 and 2010 are

presented in Appendix B. These cost tables were developed by first

applying growth rates to the individual network links in the 1991 IRN.

That is, the same network links that were costed for 1989 and 1991 were

costed for 1996, 2000 and 2010. For each benckmark year, a link's

capacity was increased to a capacity one step above its capacity for the

previous benchmark year, using the following step increases in capacity:

56 Kbps, 1.544 Mbps, 45 Mbps, 565 Mbps, 1 Gbps, and 5 Gbps. These growth

projections resulted in non-integrated IRNs for 1996, 2000 and 2010 with

total capacities about equal to the capacities of the integrated IRNs for

1996, 2000, and 2010.
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YEAR 2010 PROJECTED COST

ID CITY -A ST ID CIT7 - B ST CZPACIT7 MILES HM COST

AS _

AT ATLAVTA CA

AT ATLANTA GA

AU ALISTIN TX

BE BCX/LDER CO

aD BOULOER CO

BI BILLINGS HT

BI BI_ MT

BO BC6TON b_

C_ _ CH

Q4 Q_IC_O IL

CH C_ICW_O IL

CH CRZ<3_GO IL

CH (D_IC_O IL

CH CHIO_O IL

CL CLEVELAND CH

03 COLLegIA SC

C7 _ W7

IX: _ DC

DC _ DC

DC _ DC

FR _ ND

HELE_ HI

_LRTEVILLE AL

_EUSTC_ TX

IN INDIANA_L/S IN

IT _ NY
RN K_BIEDY SPC CTR FL

L_. L06_ Cb,
LI LDI_L'_ NE

LI [...DEOLN h'E

LI LINCOU_
ME) bSEDISC_ WI

b_ MINNEAPOLIS MN

?40 NEW ORIZAHS LA

N7 NEW 7ORK NY

N7 I_4 7ORK NY

OR CAK RIDGE TN

PO PCRTLA_ OR

PT P_ PA

PT PITTSBURGH PA
RL RALEIGH NC
SC S1ZTE CO_ PA

SD SRN DIECD (:_
SE SB/I'IZ W_

SE SEATTLE

S? SAN FRANCISCO C_

SF SAN' FRA',EISCO CA
SL SALT LAKE UT

ST ST LOUIS HO

TU TUCSON AZ

I@J HIC)UST_ TX 5G

CO COLLI_IA SC 10

11 _I/JAH_EE FI, IG
DL DALLAS TX 1G

AS _ _t IG

5F SAN FRANC'/SC0 CA 25G
C7 Q4EYE2_ WY IG

FR FARGO ND IG

NY _r_ YORK N7 25(3

DT DETROIT HI !G

IL URSA_ IL 25G

CR _ RIDGE TN 5G

LI L/NCDL_ NE 25G

Err DETROIT HI IG

ST ST L_UIS ME) IG

CB CO_S CR IG
RL RALEICI-I NC IG

BE BOULDER CO IG
PT PITTSBURGH PA 25G

N_'OLK VA 5G

WI k_IDPS ISLAND VA IG
b_ HII_EAPOLI$ biN 1G

BI BILLINGS HI IG
OR _ RIDGE TN 1G

OR C_K RIDGE TN 5(3

NO NEW CIELEANS IA 1G

CH (}{IC_O IL IG

NY NEW 7ORK NY 25(3

HI MLe_ EL, IG
SD SAN DIEGO C_ 293

HU _ _X ZSG
BD BOULDER CO 25(3

IO ICk_ CIT7 IA IG

Q4 CHZO_O IL 5(3

b_) b_DISCR WI 5(3

%t. _LIAI-IASEE FI IG
IX; _tSRINGTON DC 25G

PT PI_ PA 25G

II I_UAHAS_ FL 5G
SE SFATT_ _ IO

CL CLEVELAND C14 IG

Q4 CRIC_O IL 25(3
NF MCRKEK VA IG

PT P_ PA IG
AS _ _ 5G

SF SAN FRANCISCO _ 5(3

LL _ (_ 25G
LA LOS ANGELES _ 25G

BD BEX]LDER CO lO
KS KANSAS C/T7 MD IG

KN }_DY SPC CTR FL 5(;

WS WRITE SANDS NH IG

754
193

233

180
346

932

368

565
297

163

125
441

475
237

260
I26

183

80
190

157
106

214
178

162
777

320

164
195

176

113
759

454

274

121
232

348
236

207
385

!47
114

409
149

115
623

489
684

36
350
35I

269

264
440

4.089.696.00

218,090.00

263,290.00

203,400.00

390,980.00

25.275.840.00

415,840.00

638,450.00
8,054,640.00

184.190.00

3.390.000.00

2.391.984.00

12,882.000.00

267,810.00
293.800.00

142.380.00

206,790.00

90,400.00

5.152,800.00

851.568.00

119,780.00

241,820.00
201,140.00

183,060.00

4,214,448.00

361,600.00

185,320.00

5.288.400.00

198,880.00
3,064,560.00

20,584,080.00
12.312.480.00

309,620.00

656.304.00

1,258,368.00
393.240.00

6,400,320.00

5,613,840.00

2.088,240.00

166.110.00

128.820.00
11.092.080.00

168,370.00
129,950.00

3,379,152. O0
552.570. O0

3,710,016.00

976,320.00
9,492,000.00

_96.630.00

303,970.00

1,431,936.00

497,200.00

1,636,640.00
109,220.00

130,820.00
102,200.00

191.840.00

3.029,680.00
203,720.00

310,100.00

972,280.00
93,020.00

415,000.00

960.560.00

1,549,000.00

132.980.00

145,400.00
72.040.00

103,820.00
48.200.00

625,600.00

347.120,00

62.240.00

120.560.00

101.120.00

92.480.00

1,686,320.00
177,800.00

93,560.00

641,800.00

100.040.00
376,120.00

2,469,160.00
1,480.960.00

152.960.00

269,360.00

509,120.00

192,920.00

774,640.00

680.680.00
839,600.00

84.380.00
66,560.00

1,335,160.00

85,460.00

67,100.00

1,353,680.00

269,060.00
1,485.440.00

126,640.00

1,144.000.00

194,540.00

150,260.00

578,140.00

242.60C.00

sum 16.166 161,504,572.00 29,184,500.00

EXHIBIT 13-6. 2010 IRN
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YEAR

Non-Integrated

1989

1991

Integrated (I)
vs

Non-Integrated (NI)

1996 - I

- NI

2000 - I

- NI

2010 - I

- NI

COST/MONTH

$ 1,417,122.00

$ 2,446,474.00

$ 5,919,620.00

$ 10,604,035.00

$ 16,137,000.00

$ 20,207,500.00

$ 29,184,800.00

$ 88,522,460.00

MMs

85,529

661,302

8,533,500

9,094,900

34,857,562

37,104,024

161,504,572

164,184,932

Qq.IlrlRMN I pr_o_

COST/MONTH/MM

$16.57

$ 3.70

$ 0.69

$1.17

$ 0.46

$0.81

$0.18

$ 0.54

EXHIBIT 13-7. Summary of IRN Circuit Cost Projections
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Assuming a non-integrated IRN is 1989 and 1991 and an integrated IRN

in 1996 and beyond (i.e, the expected scenario), the IRN monthly circuit

cost increases from 1989 to 2010 by about a factor of 20, while the

capacity increases by about a factor of 1800. That is, the cost per month

per MM in 2010 is only about 1/90 of the cost in 1989. This drop in cost

is diagrammed in Exhibit 13-8. The cost per MM drops from about $16.50/MM

in 1989 to about $ .18/MM in 2010.

The implications of not integrating the IRN in 1996 and beyond are

diagrammed in Exhibits 13-9 and 13-10. Exhibit 13-9 shows that the

non-integrated IRN cost per month per MM is about double the integrated

IRN cost in 1996. It is triple the cost in 2010. These cost implications

of not integrating the IRN are dramatized even more in Exhibit 13-10. The

integrated IRN monthly circuit costs are about five million dollars less

than the non-integrated cost in 1996. This difference increases to about

sixty million dollars in 2010.
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EXHIBIT 13-8. Projections Of Monthly Costs/MM

(Not integrated in 1989 & 1991; Integrated in 1996 and Beyond)
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COST

$/IVIonth/MM

1.5 m

1.0

0.5

0

$9-008M_2C
|

1.17

%%

%%

%%%

NON-INTEGRATED %

• %%

% _81

%%%

0.6_ %%%%%

INTEGRAT_D_ % %,0 s4
-- _

.18

], ,, I , I

1996 200O 2010

YEAR

EXHIBIT 13-9. Comparison Of Monthly Cost/MM

Integrated Vs Non-integrated IRN
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COST
Millions of
Dollars/Mo.

100 -

90 -

80 -

70 -
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I
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I
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I

30_ 29.2

jS fJJ f

s .Jr INTEGRATED

S _J

s.9_

8q-O08M.O20

0 ! t I

1996 2000 2010

YEAR

EXHIBIT 13-10. Comparison Of Monthly IRN Circuit Cost

l,,tesrated Vs Nou-lntegrated IRN
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LIST OF ABBREVIATIONS

All abbreviations

abbreviations that

defined here.

ABBREVIATIQN

ARC

ARPANET

BARRNET

BBN

BITNET

CAN

CICNET

CRA

CRN

CSNET

CTSS

DARPA

DCA

DDN

DDN/PMO

DECNET

DOD

DOE

DRI

EDUCOM

ER

ESNET

FCCSET

FRICC

GSFC

are defined when they first appear in the text. Those

are used more than once in the text are listed and

MEANING

Ames Research Center

Advanced Research Projects Agency Network

Bay Area (No. California) Regional Research Network

Bolt, Baranek and Newman

Before Its Time Network

Campus Area Network

Committee on Institutional Cooperation Network

Computer Research Applications

Computer Research Network

Computer + Science Network

Cray Time Sharing System

Defense Advanced Research Projects Agency

Defense Communications Agency

Defense Data Network

DDN Program Management Office

Digital Equipment Corporation

Software Products

Department of Defense

Department of Energy

Defense Research Internct

Non-profit consortium of

education.

Energy Research

Energy Science Network

Federal Coordinating Council

Technology

Federal Research Internet Coordinating Committee

Goddard Space Flight Center
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(DEC) Communications

institutions of higher

for Science, Engineering &



_BBRI_VIATION

HEP

HEPNET

IN

IPTO

IRN

ISO

JPL

JSC

JVNC

JVNCNET

KSP

LAN

LEP3NET

MAN

MERIT

MIrE

MFENET

MIDNET

MM

MRNET

MSFC

NASA

NASCOM

NASNET

NCAR

NCSA

NCSANET

NIC

NIH

NIST

NJE/NJI

LIST OF ABBREVIATIONS

(CONTINUED)

MEANING

High Energy Physics

High Energy Physics Network

International Network

Information Processing Techniques Office

Integrated Research Network

International Standards Organization

Jet Propulsion Laboratory

Johnson Space Center

John yon Neumann Center

John von Neumann National Supercomputer Center Network

Kennedy Space Center

Local Area Network

LEP - an accelerator at Cern, 3 = experiment number

Metropolitan Area Network

Membership consortium of Michigan universities

Magnetic Fusion Energy

Magnetic Fusion Energy Network

Membership consoritum of midwestcrn universities

Megabits Per Second Mile The movement of one megabit

per second one mile

Minnesota Regional Network

Marshall Space Flight Center

National Aeronautics & Space Administration

NASA's communication network (Goddard)

Numerical Aerodynamics Simulation Network

National Center for Atmospheric Research

National Center for Supercomputer Applications

National Center for Supercomputing Applications Network

Network Information Center

National Institutes of Health

National Institute of Standards & Technology

Network Job Entry/Network Job Interface
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LIST OF ABBREVIATIONS

(CONTINUED)

ABBREVIATION MEANINg;

NMFECC

NN

NNT

NOAA

NOC

NORTHWESTNET

NRC

NRI

NRN

NRNRC

NSECC

NSF

NSFNET

NSI

NSN

NSP

NTIA

NTTF

NYSERNET

OARNET

OASC

OPMODEL

PSI

OSSA

OSTP

PSCAA

PSCN

PSCNET

PSN

RIB

RIG

RN

National Magnetic Fusion Energy Computer Center

National Network

National Network Test Bed

National Oceanic & Atmospheric Administration

Network Operations Center

Membership consortium in Northwest

National Research Council

National Research Initiatives

National Research Network

National Research Network Review Committee

NASA Space & Earth Sciences Computing Center

National Science Foundation

National Science Foundation Network

NASA Science Internet

NASA Science Network

Non Standard Protocols

National Telecommunications & Information Administration

Networking & Telecommunications Task Force (EDUCOM)

New York State Education and Research Network (Cornell)

Ohio Academic Resources Network

Office of Advance Scientific Computing (NSF)

DOE Operational Model Network

Open Systems Interconnect

Office of Space Science & Applications

Office of Science & Technology Policy (White House)

Pittsburgh Supercomputer Center Academic Affiliates

Program Support Communications Network (MSFC)

Pittsburgh Supercomputing Center Network

Public Switched Network

Research Intcragcncy Backbone

Research Interagency Gateways

Regional Network
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ABBREVIATION

SCD

SCS

SDCS

SDSCNET

SESQUINET

SN

SPAN

SURANET

TCP/IP

THENET

USAN

WESTNET

WN

LIST OF ABBREVIATIONS

(CONTINUED)

MEANING

Scientific Computing Disvision (NCAR)

Scientific Computing Staff (DOE/Office Of Energy

Research)

San Diego Supercomputer Center

San Diego Supercomputer Center Network

Texas Sesquicentennial Network

State Network

Space Physics Analysis Network

Southeastern Universities Research Association Network

Transmission Control Protocol/Internet Protocol

Texas Higher Education Network

University Satellite Network

Network of five western states: AZ, CO, NM_ UT, and WY

Worldwide Network
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COSTTABLES:

APPENDIX B

NON-INTEGRATED IRN: 1996, 2000, 2010

Page B-I

PRECEDi=_G P._E FSLh,NK I_0=" FILMED



1996 _ _ST - h'[l'N[]R_NOT

IO CITY - A IO IO cr1'Y- B ST CNPN:TI'Y _ MM

AS
AS
AB
AS
AS
AS
A8
NS

NJ
nn
EO
BO
El)
EO
BD
EO

EO
EO
EO
90
BO
OR
Ol
O[
CH
(34
CN

CH
(:I,1
CN
DC
DC
DC
DC
0C
DC
IX:
DC
IX:
IX:
DC
IX:
IX:
IX:
DC
IX:

NM LL _ CA 1544
NM LL L_ CA 44M
NM KS KArmAS CITY KS 1544
NM KS KR/GAS CITY KS 1544
144 KS KANSAS CITY KS 1544
NM LL L_ CA 1544

LC6_ Nil AU ALETIN TX 1544
IZ_AI.N4_ NH KS _ KS 1544
L(_ NM BD _ CO 1544
AUSTIN _( IX, RI(_tq_6ON _( 44/4

CO J_ MADISON WZ 1544
flOLK,D_ CO IX: _._4Z]_OT(3N IX_ 1544

CO SL SALT LASECITY UT 1544
I]OLU,_ CO 1_ _ OC 1544

CO BO NOOC6HCLE _q 1544
BOtZ,DER (30 HZ HZAHZ FL 1544
BOLK,D_ CO T_J TUCSON AZ 1544
BOJI,D_ CO DT ANN ARBOR HZ 1544

CO PO O_F_kI, ZS (3R 44/4
BOLE,D_ CO PO OOffv'ALLIS OR 1544
DI_IVI_ CO LA [,C_ANGIg_S CA 44M

_ NY I_W4Y(3RK NY 4424
H_ PIE _ NJ 44M

C:..DC_ ]3, S_ SIDG'/2_ _ 565H
GGCI_) rr. OT _ _ 44M
ORZCI_OO ZL DT L_ELD HI 4Vl
Cl4Z(_q]O ]2, SF SAN_SCO CA 1544
ORI(mGO 13, HD _M)ISON WI 44M
_qIC_q33 I2, 1_) DI_IV_ CO 565M
CHZC/U30 ZZ, TT, TALI,A/._qSS_ FL 1544
CHIC/_D IL IL _ IL 44M
C_ICAGO IL LI LZN_LN I_ 56_!
GGC2_O rr. _0 _ HA 44/4
k_._[I]NGTON IX: NY [_IfYGRK NY 4414

IX: AS _ NM 1544
kP_NGTON CC LL _ CA 1544
_.g{ENG"I'T_ IX: LL _ CA 1544
_IZIqOTCIq _C LL L_ CA 1544
_q._qGTON IX: HN HUNTSVILI_ AL 1544

DC _J_ _ TX 1544
HA_IZIqGTON DC WZ _qZ/EPSISLA/_ VA 1544
IO_4INGTGN DC WI klRLLGPS_ VA 44M

IX: CL _ OH 1544
t_k-q4ZNO_N CC I_l (_qPEI(_3Y FL 1544
_IC_IINOIq_ DC I,q L_AN_J_ CA 1544

DC _ _IZTE_ NM 1544
DC WS _ SAN_6 NM 1544

_SHINGTcIq IX: LA BARSTO_ CA 1544
[X: LA _ARS'Z'C_ CA 1544

660 1,327.84 14.300.00
660 38,472.96 80,400.00
671 1,036.02 11,465.00
671 1,036.02 11,465.00
671 1,036.02 11,465.00
660 1,327.84 14,300.00
615 949.56 10,625.00
671 1,036.02 11,465.00
346 534.22 6,590.00
180 8,052.48 19,200.00

644 1,303.14 14,060.00
1,501 2,317.54 23,915.00

351 541.94 6,665.00
1,501 2,317.54 23,915.00
1,772 2,735.97 27,960.00
1,742 2,689.65 27,530.00

619 955.74 10,685.00
1,162 1,794.13 18,830.00

957 42,812.35 89,130.00
957 1,477.61 15,755.00
822 36,772.99 76,980.00
188 6,410.37 19,920.00

229 10,244.54 23,610.00
1,733 979,145.00 784,350.00

237 10,602.43 24,330.00
237 10,602.43 24,330.00

1. 652 2. 859.49 29,180.00
121 5,413.06 13,690.00
927 523,755.00 421,650.00
806 1,244.46 13,490.00
125 5,592.00 14,250.00
475 268,375.00 218,250.00
848 37,936.13 79,320.00
205 9,170.88 21,450.00

1,646 2,541.42 26,090.00
2,401 3,707.14 37,415.00
2,401 3,707.14 37,415.00
2,401 3,707.14 37,415.00

601 927.94 10, 415.00
1,217 1,879.05 19,655.00
106 163.66 2,990.O0
106 4,742.02 12,540. O0
304 469.38 5,960.00
760 1,173.44 12,800.00

2,292 3,538.85 35,780.00
1,572 2,427.17 24,980.00
1,572 2,427.17 24,980.00
2,292 3,538.85 35,780.00
2,292 3,538.85 35,780.00

EXHIBIT B-1. 1996 IRN Circuit Costs

(Non-lntesrated)
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IX: ;m..q4Zl'4Gl'_N
DC
[X:
CC kI_.cRZNGTON
IX: _k,SZ4Zlqb'T[_
IX: kik.qRZlqG'lC_
IX: tqlk,m([NO'ICm
IX: _SBI)I@ZUN
CC
IX:
IX: _m,SHl_"Taq
IX:
DC t_.,q,4iZl'4U"T[_
IX: _tSiZNOZClq
IX: t_WHII4GTCN
IX: I,m,SI,IZI4G'I'CN
DC
DC t_q.qHZNOI'_N
IX: I,m,SRZ)IG'I'(_
IX:
DL RZ_

ANN .q.qloH
DT ANNARBOE
HN 14JNTSVZLLE
fin I4MI'SV'-..I/_
FIN HCtESVI"LLE
HN HUNTSVILLE
HN
HU
HU HOLIS'I'_N
FlU H[XJb'ICN
140 H0t,Bzuq
HU HOtBlX_
HU HOUSTON
HU
HU HOUb"I'CN
HU HOUSIClq
13, (,_mAJN_

IT

B I¢_BM crrY
KS l_M_S CI'_Y

I_ _ J_GUJ_

DC IK) _ HA 1544
DC PR PRINCEII_ NJ 56._,I
CC S$" SAN FBANCISOO CA 44/4
DC SF SAN FRANCISCO CA 1544
IX: SF SAN FRANCISCO CA 1544
DC HO _ TX 565M
DC I,A. PA,._M)I_ CA 1544
DC LA PA,SA/_K CA 1544
0C LA _ CA 1544
IX: _ f£1fESVIILE AL 1544
0C KN CAPE _ FL 1544
IX_ I-IN _ N, 1544
DC HIJ _ TX 1544
DC HO _ '/_ 44/4
IE PH WZIJ4IRITZ_ DE 1544
IX: 1_' _ VA 1544
DC 140 _ 'IX 1544
DC KN CAPE _ FL 1544
IE NY NI_ YORK NY 1544
_C WI I_UJLGPS ISLA/_3 VA 1544
_( TL _ FL 44/4
MI C_ _ OH 44M
HI PR PRIIqCEK3N NJ 565H
AL l_q CAPE _ FT., 44/4
AL FlU _ _C 1544
AL DC i_q.qR_qGT(3N DC 1544
AL _q ORLR/q_O FL 1544
AL MI MIAMI FL 1544
'IX AO _ 'IX 44/4
_( IX, DALLAS _ 1544
'IX HN RJNTSV'ILL£ AL 1544
TX WS WHITE SR/_S MM 1544
'_X AO ALIEI'IN TX 44M
_C AU AL_TIN TX 1544
I=( m_ BOULDER CO 565M
TX ALJ AUSTIN TX 1544
TX l_q CAPE _ FL 44/,(
13. (3-I (3'[ZCP,GO ZL 1544
ZL IN _ IN 441,1
IL I_) _ WI 1544
IN C3g CCLLRB_ OH 44/4
IA IL U_gN_ 11 44M
NY NY _ _3RK NY 4414
NY NY NI_ YORK NY 44/4
NY NY ta_rYORK NY 44M
NY IX: _ IX: 565M
NY PT prI'13_l_ PA $4_1
!_ LL I.ZV]m4CI_ CA 1544
KS LL _ (::F. 44N
KS AB AZ,,,m,l_Jim_._ _t 441,/
CA AB _ ALAMOS N[q 44/4
CA HN _ AL 1544
CA SD SAN DII_O CA 1544

394
165

2,432
2,432
2,432
1,217
2,292
2,292
2,292

601
760
601

1,217
1.217

124
157

1.217
760
2O5
106
754
163
459
563
616
601
563
722
147

224
616
5OO
147
147
899
147
900
125
113
211
168
202
195
195
195
291
267

1,446
1,446
671

.664
1,798

113

608.34
93,225. O0

108,797.95
3,755.01
3,755.01

687,605.00
3,538.85
3,538.85
3,538.85

927.94
1,173.44

927.94
1,879.05

54,443.71
191.46
242.41

1,879.05
I, 173.44

316.52
163.66

33,730.94
7,291.97

259,335. O0
25,186.37

951.10
927.94
869.27

I, 114.77
6,576.19
345.86
951.10
772. O0

6,576.19
226.97

507,935. O0
226.97

40,262.40
193. O0

5,055.17
325.78

7,515.65
9,036.67
8,723.52
8,723. $2
8,723.52

164,415.00
150,855. O0

2,232.62
64,688.26
30,017.86
29,704.70

2,776.11
174.47

7,310.00
78,750.00

221,880.00
37,880.00
37,880.00

552,150. O0
35,780.00
35,780. O0
35,780.00
10,415.00
12,800. O0
10,415.00
19,655.0O

112,530.00
3,260.00
3,755. O0

19,655.00
12,800. O0

4,475.00
2,990.00

70,860.00
17,670. O0

211,050.00
53,670.00
10,640. O0
10,415.00
9,845.00

12,230.00
16,230. O0
4,760.O0

10,640.00
8,900.00

16,230. O0
3,605.00

409,050. O0
3,605.00

84,000.00
3,275.00

13,170. O0
4,565. O0

18,120.00
21,1.80.00
20, $50. O0
20,550.00
20.550.00

135,450.00
124,850. O0
23,090.00

133,140.00
63,390. O0
62,760. O0
28,370. O0

3,095. O0

i

EXHIBIT B-1. 1996 IRN Circuit

(Non-lntegrnted - Continued)

Pase B-3

Costs



LA
I.A
[A
LA
1A
LA
LA
LA

LI
LT
LT
LI
LL
LL
LL
IT,

ZiP

NY
NY
OR
(lq
PR
PR
PR
PR
PR
PR
PR
PR
PR
PR
PR
PR
PR
PR
PT
PT
PT
PT
PT
PT
SD
SD
SD
SO
SD
SD
SD
SD

LOS _G_.ES

LOS AN_
_CS A_[ELES
LOS kNG_.ES
LOS kNG_.ESO
PA.q_D_
P_kDm_
PA.q_D_I_
P_
L_
LII_XLN

LIICC£_
LIVmq¢_E
LI_E_4QRE

Ll_n_i4:_E

LONG l_2d_

_4K RIIX_
O_X RIIX_

PRINCETO_
PRINCETOH

PRIIgCEI_

P_
P_
P_
P_
P_
P_
SAIlDI3_O

DIeD
SAN DI_
SAN DImO
SAN DIEGO
SAN DIE_0

DIEGO
DIEGO

C_ SD SAN DIEO0 Ck IS44 113
CA S_ SAN F'P.NqCZSO0 C_ 4414 3S0
CA HU _ _ 1544 1. 376
CA _ _0_,Z3E_ O_ 1544 822
CA SD SAN DIEGO CA 44M 113
(_ S_ SAN FlqANCTSC33 CA 44/4 350
C_ TU _ _ 1544 444
CA IX: BALTIM3RE HI) 1544 2,292
(_q HU HOUSTONISLAt_ TX 1544 1,376
CA DC I_u.q4ZI_IT3N CC 1544 2.292
l_ LT. _ TL 1544 447
I_ KS _ KS 1544 199
N_ ZO 101_ CITY Lq 1544 274

• ) _ CO 565M 454
C:_ $l:' (IqJG,N_D CA 1544 36
Ck PR _ NJ 4414 2.507
CA. IA I.,C6 ANGELES CA 1544 321
(_ _B _ NM 4414 660
HN 10 IO_ CZTY TA 4414 243
HN HD MADISON k'T 4414 232
VA _ _T.LN£_u._ FL 44/,! 635
NY SO CN4ERIIX3E M& 44M 168
NY IT _ NY 4414 195

CH' CHZC_E) IX, 44/4 441
TN TL _ _ 44/4 385
N,.7 TU TUCSON AZ 44/4 2,080

F_" _ VA . DC 44M 269
NO" NY _ YC]L_ NY 44/4 40
N.T CH (34IC_00 TT. 4414 686
N3 NY _ TSLq/4D NY 44/4 40
NJ BD _ (33 4414 1.610
1¢7 SC _ (3:X,Z,,B3_ PA 44H 175
N3 PH PHZLN)_.PHZA PA 4414 42
NJ BO CN,E_13:X_ HA, 4414 229
NJ BO C,qMmLIIZ_ !_ 44/4 229
N3 NY _ YORK NY 44M 40
NJ NY _ YORK NY 44/4 40
N,.T BO _ HAV_Iq CT 44/4 229
N3 BO N4.ERST HA 44/4 229
PA S_ _ a3LL,_C_ PP. 44M 115
PP. PR P)_ NJ 565M 285
PA TT. _ TT. 56_1 434
PA CL _ OH 44/4 114
PP. PH _ PA 44/4 258
PP. DC _ DC 44M 190
CA I.A 1,o6 _ CA 4414 113
(_q I.q _ CA 1544 113
CA. IA 7.,C6_ C_ 40! 113
CAA. LA. LOS _ CA 441( 113
CA FILl _ 'I_ 565H 1,305
CA SF _ PARK CA 565H 463
C:A LA SANTA_ CA 1544 113
CA SE SEATTLE _q 1544 1,068

174.47
15,657.60
2,124.54
1,269.17
5,055.17

15,657.60
685.54

3, $38.85
2. 124.54
3,530.85
690.17
307.26
423.06

256,510.00
55.58

Z12,153.15
495.62

38,472.96
10,870.85
10,378.75
28,407.36

8,410.37
6,723.52

19,728.58
17,223.36
93,050.88
12,033.98

1. 789.44
30,688.90

I, 789.44
72,024.96

7,828.80
1,878.91

10,244.54
10,244.54

1,789.44
1,789.44

10,244.54
10,244.54
5,144.64

161,025.00
245,210.00

5,099.90
11,541.89
8,499.84
5,055.17

174.47
5,055.17
5,055.17

737,325.00
261,595.00

174.47
1,648.99

3,095.00
34,500.00
22,040.00
13,730.00
13,170.00
34,500.00

8,060.00
35,780.00
22,040.00
35,780. O0

8,105. O0
4,305.00
5,510.00

208,600.00
1,940.00

228,630.00
6,215.00

80,400.00
24,870.0O
23,880.00
60,150.00
19,920.00
20,550.00
42,690.00
37,650.00

190,200.00
27,210.00

6,6O0.00
64,740. O0

6,600.00
147,900.00

18,750. O0
6,780. O0

23,610.00
23,610.00
6,600.00
6,600.00

23,610.00
23,610.00
13,350.00

132,750.00
199,800.00

13,260.00
26,220. O0
20,100.00
13,170. O0

3,095.00
13,170.00
13,170.00

591,750.00
212,850.00

3,095.00
17,420.00

EXHIBIT B-1. 1996 IRN Circuit Costs

(Non-lntegrmted - Continued)
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SD SAN DZB30
SO SAN DI_{30
SD SAN DZ_O
SD SAN DIEGO

SZ
SE

SF SAN FRN_SCO
S? SAN k"_S{:O
ST SN)I Fi_ANCZSCO
SF SJW FRANCISCO
SF S_ FRN_CISCO
SF SAR RL_R_SCO
SF SMI FRANCISCO
SL SALT LAXE ClTY
SL SALT LA_ CITY
$5 SALT LAKE CITY
WI _ ISZA_
Wl _ ISIAZ_
Wl k_/EPS ZSLA_

C_ _F _ CA 1544 463
CA LA _ CA 1544 113
CA SL SALT LA_ CITY UT 1544 624
CA SL SALT LAXZ _ UT 1544 624
I_ SO _ D_GO CA 56_! [,068
)_ SF _ PN_ CA 565M 684

PO FCIII%Ai_ GR 1544 147
PO _ (]R 1544 147

In, Po _ (JR 1544 147
CA LA PASAE_ CA 1544 350
CA 1,1, L_ CA 4414 36
CA BD _ 0{3 1544 932
CA DC _ DC 1544 2,432
CA _ _ _ CA 1544 350
CA DC _ IX: 1544 2,432
CA CR (3RIGIIGO IL 44H 1,852
LIT ST _ PARK CA 56.q'! 598
UT EO _ CO 56514 351
UT CH C:HZC_O IL 56_! 1,2,56
VA HO _ TX 44H 1,265
VA l_) MADISON WI 1544 809
VA HU _ 'D( 1544 I, 265

714.87
174.47
963.46
963.46

603,420.00
386,460.00

226.97
226.97
226.97
540.40

1,610.50
1,439.01
3,755.01
540.40

3,755.01
82,851.07

337,870.00
198,315.00
709,640.00

56,591.04
1,249.10
I, 953.16

8,345.00
3,095.00

10,760.00
10,760.00

485,100.00
312,300.00

3,605.00
3,605.00
3,605.00
6,650.00
6,240.00

15,380.00
37,880.00

6,650.00
37,880.00

169,680.00
273,600.00
162,450.00
569,700.00
116,850.00
13,535.00

20,375.00

133,385
I

9,094. 900.81 10,604,035.00

EXHIBIT B-1. 1996 IRN Circuit Costs

(Non-Integrated - Continued)
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2000 PROJECTED COb'T- HE'FaORY_NOT INTEGRATe)

ID CZTt - A ID ID CITY - B ST (3PACIT7 .MILES HM O06T

AS _ _4 LL _ (_ 44M
AS _ NM I.L _ (_ 565;4
AS, _ Nil KS KANSAS CITY Y.S 44K
AB _ NM KS KANSASCITY ]<S 44M
AB _ NH KS KANSAS CITY KS 44M
AS _ NH LL _ C_ 44H
AS LG6 ALAH_ NH NJ AUSTIN TX 44M
AB LG6 ALN¢_ NH KS _ KS 4*24
AS L_6 _ NH BD BOULDER CO 44;4
ALl AUSTIN TX DL RIGHRRD_IN TX 565H
BD BOLILDER CO PE) _d)ISG_; _ 44;4
BD BOOLDER CO DC _ IX: 44/4
PJ1 B_ULDER GO SL SALT LA_ CITY LiT 44H
BD BOULDER CO DC _ DC 44M
BE BOULDER CO BO WOOCSHOLE l_ 44H
BD B0rJ'L,0ER O0 MI HZ.N4Z _ 44M
BD DOULI_ CO TU _ _ 44/4
BD BOOLDER CO DT ANN ARBOR HI 44/4
BD BOULDER OO PO CCRVA_S CR 565M
BE) BOOLDER CO PO O3RVALLIS CR 44M
BD DENV_ (2:) LA L_ ANGEL£S (_ 565;4
IK) DOb'TON b_ N7 NEW YORK _ 565M
BO C2d_RZI_E HR PR PRINCE'I_ hU 565;4
CH (_IICPEO IL SE SEATTLE _ IG
C}l C}IZG_O 1l 17r 122_]2_ HI 565;4
(14 (_IICkOO 11, DT _ HI 56_4
CR _[IC_GO IL SF SAN FRA_EISOD _ 44M
CR G4ICP_O IL bid b$_DISON WI 565M
C_ (14ICSEO IL BD DUCdER CO IG
CH (RI(3_O IL TL _B//ALO_SEE FL 44M
CH CHI(3_O IL IL LRBANA IL 56_4
CH CHIOM;O IL LI L/I4qDL_ HE IO
CH CHIGM_O IL DO (3_BRIDGE b_ 565H
DC _ DC H7 NEt/7C_K H7 565M
DC WP,_D_GTC_ DC AS _ _H 44M
0C _ DC LL _ (_ 44M
DC W/_IINGTER DC LL _ C_ 44;4
DC '_RINGTC_ DC LL _ _ 44;4
DC _ DC _q HLRTSVIIIE AL 44M
DC _ DC _ _ "_ 44_
DC VO_4INGTON 0C WI WAllOPS ISLAND VA 44M
oc _[IZ4GT_ DC WI _ ISLAND VA 565M
DC _[41RUI_t4 DC CL CLEVEIA_ OH 44/4
OC _ DC _ c_ _ FL 44/4
[_ _ 0C r_ [_ _ _ 44_
IX: _ DC WS _ SAN_ NM 44/4
DC kI_SRI_5"I_I_ DC WS WHITE SANDS NM 44M
DC _ DC _ _ _ 44;4
IX: I_%_RINOTON IX: LA BARS'rO_ C_, 44M

860
860
671
671
671
860
615
671
346
180
844

Io501
351

1,501
1,772
1.742

619
1.162

957
957
822
188
229

1,733
237
237

1.852
121
927
806
125
475
848
205

1,646
2,401
2.401
2.401

601
1,217

106
106
304
760

2,292
1.572
1.572
2,292
2,292

38,473.0
485,900.0

30.017.9
30.017.9
30.017.9
38,473.0
27.512.6
30.017.9
15,478.7

101.700.0
37,757.2
67.148.7
15.702.3
67.148.7
79.272.2
77.930.1
27,691.6
51.983.2

540.705.0
42,812.3

464.430.0
I06,220.0
129,385.0

1,958,290.0
133,905.0
133,905.0
82,851.1
68.365.0

1,047.510.0
36,057.2
70,625.0

536,750.0
479.120.0
i15,825.0
73,635.5
107,411.1
107.411.1
107.411.i
26.886.3
54.443.7

4.742.0
59.890.0
13,599.7
33,999.4

102.534.9
70,325.0
70,325.0
102,534.9
102.534.9

80o400.00
391.500.00

63.390.00
63,390.00
63,390.00
80,400.00
58,350.00
63,390.00
34,140.00
85,500.00
78,960.00

138o090.00
34.590.00

138,090.00
162.480.00
159,780.00
58,710.00

107,580.00
435.150.00

89,130.00
374,400.00

89,100.00
107,550.00
940,820.00
111,150.00
111,150.00
169.680.00

58,95O.OO
505,580.00

75,540.00
60,750.00

261,500.00
386,100.00
96,750.00

151,140.00
219,090.00
219,090.00
219,090.00

57.090.00
112,530.00
12,540.OO
52,200.00
30,360.00
71,400.00

209,280.00
144,480.00
144,480.00
209.280.00
209,280.00
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DC
OC
DC
IX:
DC
DC
DC
DC
DC
DC
DC
DC
DC
DC
DC
IX:
DC
DC
DC
DC
DL
Dr
DT
HN
HN
HN
HI[

HO
HI/
HU
140
140
HU
HU
140
HU
IL
11
IL
IN
IO
IT
IT
IT
IT
IT
KS
KS
KS
[A
L%
[A

DC BO
DC PR
DC SF
DC SF
DC SF
DC HD
DC LA
DC LA
DC LA
DC
DC XN
DC
DC HU
DC _gJ
DC PH
DC
DC HU
DC _N
DC H7
DC Wl
_X TL
HI CS
HI PR
AT. KN
AL HU
AL DC
AL KN
AL HI
TX AU
TX DL
TX
I'X WS
I"X AU
TX AU
TX BD
I'X AD
TX KN
IL CH
IL IN
IL _E)
iN C_
IA IL
N7 NY
NY _7
N7 N7
N7 DC
NY PT
KS LL
KS LL
KS A_

AB

G% SD

_DGE MA 44M 394
P_ _D IG 165
SAN _SOO CeL 565t4 2.432
SAN FRANCISCO _ 44/'I 2.432
SAN _SCO c_ 44M 2.432

TX IG 1.217
PASADenA C_ 44M Z.192
PASADEZ4A C_ 44/4 2.292
LCRPOC C_ 4_J4 2.292
F_I_'VILLE AL 44M 601

_ EL. 44M 760
HUNTSVILLE AL 44_ 601
HOJSlSON TX 44M 1.217

TX 56R4 !.217
DE 44/4 124

N_mOLK VA 44/4 157
HOUSTON T'X 44M 1.217
OtvE _ FL 44M 760
her/_ N7 44/4 205
_kZ/EPS ISLAND VA 44/4 106
_SEE FL 56_4 754
CO_ CH 565]4 163

_7 IG 459
C3._EK_IED7 FL 565H 563
H_K_TCt4 TX 44M 616
_a_RZN_Z'C_ DC 44M 601
CRLANDO FL 44M 563
MIAMI FL 44bt 722
ALe'/IN I'X 565M 147
DALL_ TX 44M 2/4
_JNTSVILLE AL 44/4 616

SANDS NM 441'I 500
AUSTIN TX 565M 147
AUSTIN TX 44M 147
BOULDER CO IG 899
AUSTIN TX 44M 147
CM_ _ FL 565M 900
CHIC_D ZL 44/4 125
B_ IN 565H 113
HIL_MJ<EE WI 44M 211

CH 565M 168
IL 565M 202

NEW _ _" 565_ 195
NEWSK_X N7 565M 195

YORK N7 56_t4 195
DC I0 291

PITTSlP,RGH PA IG 267
_ 44/4 1,446

T..Z'vl_CX_ _ 565M 1,446
_4 565M 671

LE6 _ NM 565_ 664
HLRTSVZLLE AL 44M 1. 798
SAN DIEGO C% 44M 113

i7.626.0
186.450.0

I,374,080.0
108,797.9
108.797.9

1.375.210.0
102.534.9
102.534.9
102.534.9
26.886.3
33.999.4
26,886.3
54.443.7

687. 605.0
5.547.3
7. 023.5
54.443.7
33.999.4
9.170.9
4.742.0

426.010.0
92.095.0

518.670.0
318,095.0

27.557.4
26,886.3
25.186.4
32.299.4
83.055.0
10.020.9
27.557.4
2/. 368.0
83.055.0

6.576.2
1.015.870.0

6.576.2
508,500.0

5,592.0
63.845.0
9.439.3

94. 920.0
114.130.0
110.175.0
110.175.0
110.175.0
328.838.0
301.710.0
64.688.3

816.990.0
379. 115.0
375,160.0
80. 435.3
5.055.2

38.460. O0
94. 100. O0

1.098.900.00
221.880.00
221,880.00
662,180.00
209.280.00
209,280.00
209,280.00

57.090.00
71.400.00
57.090.00

112.530.00
552.150.00

14.160.00
17.130. O0

112,530.00
71.400.00
21,450.00
12,540.00

343,800.00
77.850. O0

Z52.860.00
257.850. O0
58,440.O0
57.090.00
53.670.00
67.980. O0
70.650.00
7.3.160.00
58,440.00
48,000.00
70,650.00
16,230.OO

490.460. O0
16,230.00

409,500.00
14.250. O0
55,350.00
21.990.00
80.100.00
95,400.00
92,250.00
92.250.00
92,250.00

162.140.00
149.180.00
133.140.00
655, ZOO.00
306.450.00
303.300.00
164.820.00

13.170. O0

b

.ll--

1

'l,"
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[A LC6 ANGE.,?.S
_A L06_
LA L_6_
LA LOS ANGELES
LA _0S ANGEI,ES
IA LZ__
IA P_
LA PASADD_
LA PASADERA
[A PASADenA
LI LINCOLN
LI LIAKI)U_
LI LINCOr_
L.I
L,L I_
I.,L

LL I_
MP MINNEAPOLIS

AtDNEN:_LI$
N'? I_LK
NY _ I$_
NY I_ YORK
OR CAK RIDGE
OR OAR RIDGE
PR
PR
PR
PR I:_
PR I_
RR
PR
PR
PR F_
PR
PR
PR
PR
PR PRINC_
F'r PITTS_
PT PITTS_
PT PIT_
VI" PIT'_
PT PITTSBt_

PIT_
SD SAN DIEGO
SD SAN DIEGO
SD _N DIE(D
SD SAN DIEGO
SD SAN DIEGO
SD SAN DIEGO
SD SAN DIEGO
SD SAN DIEGO

C_ SD SAN DIEGO C_ 44M 113
CA SF SAN FRANCISCO CA 565M 350
:'_ HU HOUSTCN TX 44M !.376
CA BD BOULDER CO 44M 822
CA 50 SAN DIEOO CA 565M 113
CA SF SAN FRANCISCO CA 565M 350
CA T[I _ _ 44/,I 444
CA DC BALTIMORE _ 44/4 1.292
CA 8U HOUSTC_ ISLAND TX 44/4 1.376
CA DC W&_NGTCN DC 44M 2.292
NE !L URBANA Ii 44#4 447
NE KS LAWRENCE KS 44M 199
NE IO IC_ CITY IA 44/,I 274
NE BD BOULDER CO IG 454
CA SF OAKLAND CA 4414 36
(_ PR PRINCEK_ hU 565M 2.507
C_ LA L_S ANGELES CA 44M 321
CA AB _ NM 565H 860
MN IO IOW_ CITY IA 56:_M 243
MN MD MADISON WI 565H 232
VA TL TALI,MqASSEZ EL 565/4 635
NY BO G%P_RIDGE MA 565/4 188
NY IT R(3_ N7 565M 195
TN C_ CHIG_EO IL 565M 441
TN TL %_&.LAI@_Sk'_ FL 565M 385
NJ TU TIESC_ AZ 56EM 2,080

NF NCRFOLKVA DC 565M 269
N2 NY NEW MORK N7 565M 40
NJ CH (_II(3_O IL 565M 686
NJ NY LON_ ISLAND N7 565M 40
NJ BD EK)LDER 03 56_4 i, 610
g2 SC STATE COLLEGE PA 565M 175
N2 PH PHILADELPHIA PA 565M 4Z
N2 BO C3_RIDGE _ 565M 229
NJ BO CR_IDGE MA 565M 229
NJ NY NEW 7(_K NY 56514 40
N2 N7 N_M YORK NY 565M 40
NJ BO NEW HAVD; CT 565/4 Z29
NJ BO AMHERST MA 565M 229
PA SC STR_'ECOLLEGE PA 565M 115
PA PR PRINCETON NJ IG 285
PA IL LRBANA IL IG 434
PA CL CLEVELAND OH 56_4 114
PA _ _MIL%D_ PA 565M 258
PA DC WASRINGTC_ DC 565M 190
CA LA LOS A'_GELES CA 5651,1 113
O% LA RIVERSIDE _ 44/4 113
_, LA LCS ANGE.ES _:% 565M 113

LA LOS ANGELES _ 56_M 113
(_ _ _ _X IG I.305
C_ SF t'_¢LDPARK (_ IG 463
C_. LA SAN_ BARBARA _ 44/4 113

SE SEATIIE _ 44M 1,068

5.055.2
197.750.0
61.556.7
36.773.0
63.845.0
197.750.0
19,862.8

102. 534.9
61.556.7
102.534.9
19.997.0
8.902.5

1Z.257.7
513,020.0

1.610.5
1.416.455.0

14.360.3
485.900.0
137.295.0
131.080.0
358.775.0
106.220.0
110.175.0
249.165.0
217.525.0

1.175,200.0
151.985.0
22. 600.0

387,590.0
22,600.0

909,650.0
98,875.0
23.730.0

129,385.0
129.385.0

22.600.0
22.600.0
129.385.0
129,385.0
64.975.0

322.050.0
490.420.0
64,410.0
145.770.0
107,350.0
63.845.0

5.055.2
63.845.0
63,845.0

i,474.650.0
523. 190.o

5.055.2
47.778.0

13.170.00
162.000.00
126.840.DO
76,980.00
55,350.00

162.DO0.00
42,960.00

209,280. DO
[26.840.00
209.280.00

43,230.DO
Z0,910.00
27,660.00

250,160.00
6.240.00

1.132.650. O0
31.890.00

391,500.00
113,850.00
108. 900. DO
290.250. DO
89.100. DO
92.250.00

202,950. O0
177,750. OO
940.500.O0
125.550.DO
22.500.O0

313.200.00
22.500.00

729, DO0.O0
83,250.00
23.400.00

107,550. DO
107,550. DO
22.500.O0
2/.500.O0

107.550. DO
107.550.DO
56.250.00
158.900.O0
239,360. DO

55,800.00
120,6OO.OO

90,00O.OO
55.350.DO
13.170. O0
55,350.00
55,350.00

709.700.00
255,020. DO

13.170.00
99.120.00

EXHIBIT B-2. 2000 IRN Circuit Costs
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SO _ DIEZ_O
SD SAN DIE:O3
SO SAN DIB_O
SO SAN DIEO3
sE SE_'tLE
sE $_
SE $_TI'LE
SE 5E_'I'LE
SE _E3L1"rLE
SF SAN FP,/_ICI$CO
SF ,SAN_SCO
5"P 5/_ FRA%'CZSCO
SF SAN FRANCISCO
ST SAN FRNC'ZSCO
SF SAN R_2C'Z$CO
ST _ EIRAI4CISCO
5% SAI2 LAICECZTY
SL SIU2 _ CTTY
SL SALT IJ4_ CTTY
Wl kBC/J_PSISLAND

C:_ SF _ _ 44H 463
C_ LA _ C_ 44M 113
O, SL SALT _ CITY UT 44M 624
(_ SL _ _ CITY VT 44/4 624
'*_ SD SAN DZEZ30 C_ 1G 1.068
kP, SF _ PN_ _, IG 684
_1_ PO PQRTLNCD CR 565H 147
_m, PO CORVAiJ_S CR 44M 147

_O _ OR 44M 147
C_ LA PASAD£HA 0% 44M 350
CR LL _ _ 565H 36
C_ BD BorJ'L.D_ CO 44M 932
C_ DC _ IX: 44M 2.432

LK iO6 ANGELES CR 44M 350
C_ DC _ DC 44/4 Z, 432
C_ _ Q-IZC_M30 IL 565f4 1.852
UT SF _ PAN( _o_ IG 598
UT BD BOULDER CO 1G 35I
L_ C_ (}lI(_l_O IL 1(3 1.256
VA !£/ HOUSTON TX 565H 1,265
VR _ HADZSCN _ 44,'4 809
VA 14U _ "IX 44M 1.265

20.712.8 44,670.00
5.055.2 13,170.00

17.915.3 59.160.00
27.915.3 59,160.00

1,206.840.0 581,720.00
772. 920.0 374,350. OO

83.055.0 70,650.00
5.576.2 16.230.00
6,576,2 16,230.00

15,657.6 34.500.00
20,340.0 20.700.00
41.693.9 86,880.00

108. 797.9 221.880. O0
15.657.6 34.500.00

108.797.9 7.21,880.00
I.04,6. 380.0 837 .900.00

675.740.0 327.920.00
396.630.0 194,540.00

I • 419. 280.0 683,240.00
7 I4. 725.0 573. 750.00

36.191.4 75,810.00
56.591.0 11fi,850.00

II | I

133,385 37.104.024.3 30,207.5_.00 m
II

EXHIBIT B-2. 2000 IRN Circuit Costs
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2010 PROJECTED COST - NEIW3R_ NOT

ID _ - A :D ID ..%'=Y - B :'_kPACI.": M:rY,,F_

AB _ _1 LL L_v'_R4CRE (3% 565M
AB AL_ _1 L1 _ CA IG

AB A_ l'H Y._ "3NSA_ CITt _-_ 56_

,%B _ _ KS Y._S CTZ'Y KS 565M

AB _ NM KS KANSAS CITY Y_R 565M
AJB _ hiM LL Ln)_%_CRE C7_ 565M

AS LC_ _ NM AU AUSTIN "IX 565H

AB L_S _ _. KS _ KS 565M
AJ LOS _ NM BD BOULDER CO 565/4

AU AUSTIN TX DL RIQ_ARDSCN TX IG

BD BOC_,DER CO _ MADISON WI 565/4

BD KXF_DER CO DC _ DC 565M

BD BU/LDER CO SL SALT LAKE CITY UT 565/4

BD BOUL_R CO DC _ DC 56_M

BD BOULDER CO BO WOODS HDLE _ 565/4

_n _ULDER CO MZ MIN4I FL 565H
131) _ULDER CO TU 11ESCR AZ 56514

BD BOULDER CO DT AM_ ARBOR I_ 565/'1
BD BCULDE2R CO PO ,,'_RVAI./S CR IG

8D BOULDER CO PO CIRVAL_S (AR 565M

BE D_ CO LA bDS ANGELES _ IG

BO 8C6TON MA N7 NEW YORK. N7 IG

gO cJJ4BRIDGE _ PR PRINCEr_ N3 IG

CHIOLD IL SE SEATTLE _, 5G

<_I(_%GO IL DT LANSING MI IG

UI C_IIOEO IL DT _ELD MI IG
CH (_4I(3G0 IL SF SAN FRANCISCO (3% IG

O_ _4I(3G0 IL _ MADISON WI IG

CH CHI(=kGO 11 BD D_ CO 5G
CH O{I(_O0 IL TL TAtIAHASSEE FL IG

CX CHIC3GO IL IL _ IL IG

C_ C_IODO IL LI LINOOL_ NE 5G

QUOLD IL BO CR_RIDGE _ 1G
DC _ DC NY _ YC_K NY IG

IX: Vm_[ING'/C_ DC AB _ t_M 565M
IX: _ DC LL _ Gk 565/I

DC kP_U]_'K_ DC LL _ O, 565/'I

DC V_URGrU_ DC LL _ C_ 565M

DC _ DC I_ H_LL£ At 565/4

DC _"_4INGTON DC _ _DUSTC2N TX 565H

DC v_s_NGrc_ DC Wl _ ISLAND _A 565/4
DC _S4INU'r_N IX: WI _S ISLAND VA IG

IX: _ IX: CL _ OH 565M
DC _ IX? I_Z r'AFE KDREDY FL 56_4

IX: _ IX: LA LOS A_GELES _ 565M

DC _ IX: WS _ SANDS NH 565H

DE: _ IX: WS Wm'TE SANDS NM 565M

IX: _ IX: LA P,ARSTOW Ck 565M
IX: _k,,_ _"/_ DC _ EA_ Gk 56_M

860

860

671

671

571

860

615

_71

346

180

844

1.501
351

1.501

i. 772

1.742

619

1.162
957
957

822

188
229

1.7Z3

237
237

1.852

121

927
806

125
475

848

205

1.646

2,401
2. 401

2,401
601

1.217
106
106

304
760

2.292

1,572
1. 572

2.2.92

2.292

485.900.0

971.800.0
379.115.0

379.115.0

379.115.0

485.900.0
347,475.0

379,115.0

195.490.0

203.400.0
476.860.0

848,065.0

198.315.0
848.065.0

1.001.180.0
984.230.0

349,735.0

656.530.0

1.081.410.0

540.705.0
928.860.0

112.440.0

258,770.0

9,399,792.0

267,810.0

267.810.0

2.092.760.0
136,730.0

5,028.048.0

910.780.0
141.250.0

Z.576.400.0

958,240.0

231.650.0

929,990.0

1.356.565.0
1.356.565.0

1.356,565.0

_39.565.0

687.605.0

59,890.0

119.780.0
171.760.0

429.400.0

1.294,980.0
888.180.0

888.180.0

1,294,980.0

1,294.980.0

391,500.OO

469,400.00

306,450.OO

306.450.00
306,450.00

391.500.00

281.250-OO

306,45O.00

160.ZOO.On

102,200. On

384,300. OO
679.950.OO

162,450.00

679.950.OO
801.9On.On

788,400.00

283,050.00

527.400.00

521.780.OO

435.150.00

448.880.OO

106.520.00
128,660.OO

3.751.Z80.OO

132.980.OO
132.980.00

I,OO5,080.OO

70,340.00

2.010.320.OO
440.240.00

72°500.00

1.034.OO0.OO
462.920.00

115.7OO.OO

745,200.00
1.084.950.00

1,084.950.00

1.084,950.00
274,950.OO

552.150.OO

52,200.00

62,240.OO

141.3OO.OO
346,500.OO

1.035.9OO.OO

711._X).OO
711.9OO.OO

1.035.900.00

1,035.900.00

EXHIBIT B-3. 2010 IRN Circuit

(Non-Integrnted)

Page B-lO

Costs



DC
DC
DC
DC
DC K_._ENGTCN
DC _RINGTON
DC _S_ENGTC_
DC
DC
DC _.RUNGTC_
DC
DC _a_R/INGTON
DC
DC kRS/INGTCN
DC _RQ2_GTC_
DC _¢_U2_TON
DC kF.RUNGTCN
DC
DC _RINGTC_
DC
DL RICRRRDSC_
DT ANN ARDCR
DT A_ A_CR
H_ FERTSVILLE
HN _LLE
lm FEBTSVILLE
_!_ PEBTSVILLE
ill HLRTSVILLE

HU

HU HOUSTON
!i2
RU _USTQN
HU
HIT HOUSTC_
HU HEIJ_ZE_
IL
IL _%BA_

DC DO C_mRIDGE _t_
DC PR PRINCETC_ ._3
DC SF _ FRANCISCO
DC SF SAN _SCO _
DC SF SAN FRANCISCO
DC _4 _ TX
DC LA PASADE4A C%
DC LA PASADE$_ Cm,
DC LA LZ24_OC (_
0C _ HLRTSVILLE AL
DC KN __ .=L
DC Zei _LRTSPILLE AL
DC HU HOUSTCN TX
DC HU HOL/SIC_ TX
DC PH WI_ DE
IX: NF NQRFOLK VA
OC _j HOL/STCt_ TX
IX: KN CRPE K]D_IE:DY FL
DC N7 NEar7CRK N7
0C WI K%LLOPSISLAND VA
1"X TL TALLAHASSEE FT..
HI C9 CO[II_IJS CH
HI PR PRINCETC_
AL YJ_ C_oE K_RED7 _L
AL _j HOUSTC_ I_
AL DC _.RCENGTON DC
AL 10/ CRLAN_ FL
AL HI MIAMI FL
TX AU AUSTIN TX
TX DL DALLAS TX
I_ HN HLRTSVILLE AL
IX WS WHITE _ NH
D_ AU _JSTIN TX
TX AU AUSTIN TX
TX ,n BOULDER CO
1_ AU AUSTIN IX
TX _N C_PE K_ED7 Ft
IL CH CHIC%GO IL
IL IN B_ IN

IL _ IL t_ HI_
IN I_)_LI$ IN CB COUI4BJS
IO IOk_ CITf [A IL LRBN_
IT I_ N7 N7 NE4 7CRK
IT _ _Y NY NI_ 7QRK
IT _ NY NY NE_ YORK
IT _ Wt DC
IT _ ICY PT P1TI"SigR_

KS IO_KAS CT/_ KS LL
KS KNk_AS CITY KS AB
GA LC6 MIGIR.ES _ AB L_
/2, I.C6 ANGLES C_ I_ _¢rSVI"LLE
U% LC_ N4_'LES <_ SD SAN DIEGO

wI
CH
IL
_7
NY
NY
IX:
PA

C_
NH
NH
AL

565,H 394
56 !65
IG 2. 432
565H 2. 432
565H 2.432
56 1.217
565H 2.292
56_ 2.292
565H 2.292
-_65M 601
565M 760
56_1 601
565H 1.217
5G 1.217
565M 124
565H 157
565H 1.217
565M 760
565M 205
565M 106
iG 754
1G 163
5G 459
IG 563
565/4 616
565/4 601
565M 563
565M 722
IG 147
565H 224
565M 616
56514 500
1G 147
565H 147
56 899
565M 147
1O 900
565M 125
565M 113
565M 211
IG 168
IG 202
IG 195
IG 195
IO 195
56 291
SG 267
56&H i. 446
IG 1.446
IG 671
1G 664
565M i. 798
565/,I 113

2-"2.510. 0 18I, 800. O0
894. 960.0 364. 400.00

2.748.160.0 1,318.280.00 --
1.374.080.0 1.098. 900.00
1.374.080.0 1.098.900.00
6.601.008.0 2.636.720.00
1,294.980.0 1.035.900.00
1.294.980.0 1,035.900.00 "-
1.294.980.0 1.035.900.00

339.565.0 274,950.00
429.400.0 346,500.00
339. 565.0 274. 950. O0
687. 605.0 552.150.00

6.601.008.0 2.636,720.00
70.060.0 60,300.00
88.705.0 75,150.00

687.605.0 552,150.00 --
429.400.0 346,500.00
115.825.0 96,750.00

59.890.0 52,200.00
852.020.0 412.160.00
184.190.0 93,020.00 --"

2.489.616.0 999.440.00
636.190.0 309,020.00
348.040.0 281o700.00
339.565.0 274,950.00
318.095.0 257,850.00 --
407.930.0 329,400.00
166.110.0 84,3_0.00
126,560.0 105,300.00
348,040.0 281,700.00 __
282.500.0 229.500.00
166.110.0 84.380.00
83.055.0 70.650.00

4,876.176.0 1.949,840.00
83,055.0 70,650.00 --

1,017.000.0 491,000.00
70,625.0 60,750.00
63.845.0 55,350.00

119.215.0 99.4S0.00
189.840.0 95,720.00 '--
228.260.0 114,080.00
220,350.0 i10,300.00
220,350.0 110,300.00
220,350.0 II0,300.00 __

1,578.384.0 636,560.00
1,448,208.0 584.720.00

816,990.0 655.200.00
1.633,980.0 785,840.00

758,230.0 367,340.00
750.320.0 363.560.00

1.015.870.0 813.600.00
63.845.0 55,350.00
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[A I.E6 ANGELES

LA LOS _JGELES
LA b_ ANGELES

LA LOS AqGEI/_

[A LOS ANGELES
EA LOS ANOEI..ES3

L_ PASADDIA
LA PASADE2_IA

LA PA.%_ENA

LA PASADERA
LI LINCOLN

LI LIN_LN
LI LINCOLN

LI LINCDLN
LL

LL

LL
LL

HP MIIREAPOLIS

RF NORIrOMC

NY LCRG ISLAND
NY ,'_ 7Oq.C

OR C_( RIDGE

OR _ RIDGE
PR FR,DaCITO_

RR PRINCETO_

PR
RR PRINCETC_

PR PP,INCEZON

PR
RR PRINCETON

PR

RR
RR PRINCE'K_

RR

PR
PR

RR
PT PITTSBtRCR
PT P_

PT P_

PT PING4
PT P_
9T P_

SAN DIEGO

SO SA_ DIEOO

SO SAN DIEGO
SO SAN DIEOO
SO SAN DIEGO

SD SAN DIEGO

SD SAN DIEGO

SD _ DIEGO

_ SD SAN DIEGO C_ 565M 113

0% SF SAN FRANCISCO _ IG 350
0% HU HOUSTON TX 565M 1.376

0% BD BOULDER CO 565M 822

C_ SD SAN DIEGO 0% IG 113

0% SF 3AN FRANCISCO 0% IG 350

0% TU _ AZ 565M 444

0% DC _ZJVERE: _ 565M 2.292

0% }U HOt.TON ISLAND ?X 565M :.376
0% DC k_ESHINGT_ DC 565M 1.292

RE IL _ IL 565 447

R£ KS _ KS 565M 199

NE IO I_ CITY IA 565M 274

NE BD E_YLDER GO 5(3 454

0% SF _%KLAND 0% 565M 36

0% PR PRINCETON to IG Z. 507

0% IA Tu3S ANGELES 0% 565M 321

0% AB _ NH tO 860

MN IO IO_ CITY IA IG 243

MN _ MADIS3N WI IG 232

VA 1I TKLI._SSm= FI. IG 635

NY BO O%MB%IDGE MA IG 188

N7 IT _ N7 IG 195

TN CH CHICKGO IL 565M 441

TN TL TALLAHASSEE FL 565M 385

NJ "/IT TUCS3N AZ IG 2,080

NJ N? NC_'OLK VA DC IG 269

N3 N7 N_ YORK NY tG 40

to _I CHICa/D IL IG 686

NJ NY _ ISLAND NY IG 40

N3 BD Boner CO 1G 1.610

to SC _ COLLEG_ PA IG 175

_U R4 PMILADEI.q41A PA IG 42

N3 BO CR,,'i_t_IDGE _ IG 229
BO CR',m_D(_: MA IG 229

tO NY Nl@f YORK NY IG 40

N,.T NY _ Y(_K 19Y 1G 40

to BO _ HAVDI CT IG 229

to BO _ MA IG 229
PA SC S'J32E COLLEGE PA IG 115

PA PR PRZNCETCN to 5(] 285
PA IL _ IL 5G 434

PA CL CLEVELAND CH IG 114

PA PH PHILADELRUA PA 1G 258

PA DC _S42Ab'TCN DC IG 190
<_ L% LO6 ANGEJ_ 0% IG 113

0% LA RI%_RSIDE (_ 565M 113

0% LK LOS ANGELES (_ IG 113
0% LA b0S ANGELES (3% 1G 113

0% _ HOLlS'ZON I"X 5(3 1. 305
0% SF _ PARK 0% 5G 463

0% LA SAW_ BARBARA 0% 565M 113

0% SE SEATTLE WA 565_ 1,068

53.845.0

395.500.0

777.440.0

464.430.0

127,690.0

395.500.0

250.860.0

i.294. 980.0

777. 440.0

1.294. 980.0

0.0

[12.435.0

154.810.0

2.462.496.0

20.340.0
2.832.910.0

181.365.0

971.800.0

274,590.0

262,160.0
717.550.0

._12.440.0

2_0.350.0

249. 165.0
217. 525.0

Z.350. 400.0

303. 970.0

45.Z00.0
775.180.0

45,200.0

1.819,300.0
197.750.0

47,460.0

258,770.0

258.770.0

45,200.0
45,200.0

258. 770.0
258. 770.0

129,950.0

1,545,840.0

2,354.016.0

128.820.0

291.540.0

214.700.0
127.690.0

63,845.0
127,690.0

t27,690.0

7. 078.320.0
2,511.312.0

63.845.0

603.420.0

55,350.00

194,0OO.00

623.700.00

374,400.00

66,020.OO

t94.000.00
Z04,300.00

I.035. 900. O0

623.700.00

1,035. 900. O0

0.00

94.050.OO
127.800.00

988.640. O0

20.700. O0

I.358. 780.00

148.950. O0
469.400.00

138.22.0.00

I30.280.00
347,900.00

106. 520.00

110.300.00
202.950.00

177.750.00

l. 128.200. O0

150,260.00

26.600.00

375.440.O0

Z6,600.00
874. 400. O0

99,500.00
27.680.00

128.660.00

128.660. O0

26,600. O0

26,600. O0

128,660. O0
IZ8,660. O0

67.100.00
623,600. O0

945,440.00

66.560.00

144. 320.00
107.600. OO

66,020.00
55.350.00

66.020.00

66.020.00
2,826.800.00

1.008,080.00

55,350. OO

485.100.00
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SD SAN DIEGO

SD SAN DIEGO

SD SAN DIEOO

SD SAN 0IZO0

SE SEATTLE

SE SF.AZTLE

SE .;KKTTLE

SE SEATIL?.

SE SEATTLE

57 SAN ?I_ANCISCO

SF SAN FI_ANCISCO

SF SAN FRAN_SOO

SF SAN FRANCZSCO

SF SAN _SCO

SF SAN _SOO

SF SAN _SO0

SL SALT LAKE CIT7

SL SALT LA_ CITY

SL SALT LAKE CITY

Wl _mJ/DJ_ ISLAND

WI k_m//JDPS ISLAND

Wf M_//EeS ISLAND

G% SF (IaXIAND C_ 565M 463

<_ LA IRVINE (m 565M 113

(_L SL SALT LAKE CIT[ UT 565M 624

CA SL SALT L%KX CITY UT 565M 624

SD SAN DIEGO (_ 5G 1,068

_'_ SF _ PARK C_ 5G 684

WA _3 _ OR LG 147

M% PO CORVALLIS OR 565M 147

PO _ OR 565M 147

C% LA P._%_D_O_ C_ 565M 350

t.n% LL L_ _ IG 36

C_ BD B(:_LDER CO 565M 932

DC _ DC 565M 2,432

LA LOS ANGELES _ 565M 350

<_ DC _ DC 565M 2,432.
C% C-I C_IC=_O ZL IG 1•852

UT SF t_ruO PARK C_, 5G 598
UT BD BOULDER CO 5(3 351

LIT CH CRI(_OO IL 5G 1 o256

VA _ HOU'STO_ TX IG 1,265

VA MD l'4%DISCIN WI 56._1 809

VA HU HOL,'SI"CR TX 565H 1.265

261.595.0 212.850.00

63,845.0 55,350.00

352.560.0 285.300.00
352,560.0 Z85.300.00

5.792.832.0 2,314,880.00

3.710.016.0 1.485.440.00

L66._I0.0 84,380.00 --

83.055.0 70.650.00

83,055.0 70,650.00

197,750.0 162o000.00

40.680.0 Z4,440.00

526,580.0 423,900.00 --

1.374,080.0 1.098.900.00

197,750.0 162,000.00

1,374,080.0 1.098,900.00
2.092.760.0 1.005.080.00

3.243.552.0 1,299,680.00

1.903.824.0 766,160.00

6,811,544.0 Z,720,960.00

1.429.450.0 688.100.00
457.085.0 368,550.00 --

714.725.0 573,750.00

[33,385 164,184,932.0 88°52/,460.00
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